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[*Professor Hossein Arsham*](http://home.ubalt.edu/ntsbarsh/Business-stat/home.html)

**To search the site**, try Edit | Find in page [Ctrl + f]. Enter a word or phrase in the dialogue box, e.g. "cash flow" or "capital cycle" If the first appearance of the word/phrase is not what you are looking for, try Find Next.

**MENU**

* [Chapter 1:   Time-Critical Decision Modeling and Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rrstatthink)
* [Chapter 2:    Causal Modeling and Forecasting](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rEstQual)
* [Chapter 3:    Smoothing Techniques](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rRejeClaim)
* [Chapter 4:    Box-Jenkins Methodology](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtestaverperce)
* [Chapter 5:    Filtering Techniques](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtestAvovaKS1)
* [Chapter 6:    A Summary of Special Models](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtestAvovaKS)
* [Chapter 7:    Modeling Financial and Economics Time Series](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtestothercl)
* [Chapter 8:   Cost/Benefit Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rcostbenitexam5s)
* [Chapter 9:   Marketing and Modeling Advertising Campaign](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rimpressions)
* [Chapter 10:  Economic Order and Production Quantity Models for Inventory Management](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rapplIndexnu)
* [Chapter 11:  Modeling Financial Economics Decisions](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rFinEconss)
* [Chapter 12:  Learning and the Learning Curve](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rlearncurve)
* [Chapter 13:  Economics and Financial Ratios and Price Indices](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rIndeces)
* [Chapter 14:  JavaScript E-labs Learning Objects](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtopicaljava)

**Companion Sites:**

* [Business Statistics](http://home.ubalt.edu/ntsbarsh/Business-stat/opre504.htm)
* [Excel For Statistical Data Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/excel/excel.htm)
* [Topics in Statistical Data Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/stat-data/Topics.htm)
* [Computers and Computational Statistics](http://home.ubalt.edu/ntsbarsh/Business-stat/stat-data/SPSSSAS.htm)
* [Questionnaire Design and Surveys Sampling](http://home.ubalt.edu/ntsbarsh/Business-stat/stat-data/Surveys.htm)
* [Probabilistic Modeling](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partIX.htm)
* [Systems Simulation](http://home.ubalt.edu/ntsbarsh/Business-stat/simulation/sim.htm)
* [Probability and Statistics Resources](http://home.ubalt.edu/ntsbarsh/Business-stat/R.htm)
* [Success Science](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/opre640.htm)
* [Leadership Decision Making](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partXIII.htm)
* [Linear Programming (LP) and Goal-Seeking Strategy](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partVIII.htm)
* [Linear Optimization Solvers to Download](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/LpSolvers.htm)
* [Artificial-variable Free LP Solution Algorithms](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/PartII.htm)
* [Integer Optimization and the Network Models](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/PartIII.htm)
* [Tools for LP Modeling Validation](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partv.htm)
* [The Classical Simplex Method](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partIV.htm)
* [Zero-Sum Games with Applications](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partVI.htm%20)
* [Computer-assisted Learning Concepts and Techniques](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partX.htm)
* [Linear Algebra and LP Connections](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partXII.htm)
* [From Linear to Nonlinear Optimization with Business Applications](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/nonlinear.htm%20)
* [Construction of the Sensitivity Region for LP Models](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/PartVII.htm%20)
* [Zero Sagas in Four Dimensions](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/ZERO.HTM%20)
* [Business Keywords and Phrases](http://home.ubalt.edu/ntsbarsh/Business-stat/stat-data/KeywordsPhra.htm)
* [Collection of JavaScript E-labs Learning Objects](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/scientificCal.htm)
* [Compendium of Web Site Review](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partI.htm)

**Chapter 1:   Time-Critical Decision Modeling and Analysis**

1. [Introduction](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rgintroduction)
2. [Effective Modeling for Good Decision-Making](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rg2introduction)
3. [Balancing Success in Business](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rsintroductions)
4. [Modeling for Forecasting](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rintroductionf)
5. [Stationary Time Series](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rsodasp)
6. [Statistics for Correlated Data](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rstatcorr)
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**Chapter 2:   Causal Modeling and Forecasting**

1. [Introduction and Summary](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rasofm)
2. [Modeling the Causal Time Series](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowmulregan)
3. [How to Do Forecasting by Regression Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowregan)
4. [Predictions by Regression](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rcomputeodel)
5. [Planning, Development, and Maintenance of a Linear Model](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rregplandevmain)
6. [Trend Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowtrend)
7. [Modeling Seasonality and Trend](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rseasonindex)
8. [Trend Removal and Cyclical Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rcycleindex)
9. [Decomposition Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowdecom)

![http://home.ubalt.edu/ntsbarsh/stat-data/sep1.gif](data:image/gif;base64,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)

**Chapter 3:   Smoothing Techniques**

1. [Introduction](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhomave)
2. [Moving Averages and Weighted Moving Averages](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowma)
3. [Moving Averages with Trends](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowmaT)
4. [Exponential Smoothing Techniques](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowexpon)
5. [Exponenentially Weighted Moving Average](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rexpmoving)
6. [Holt's Linear Exponential Smoothing Technique](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rHoltLinear)
7. [The Holt-Winters' Forecasting Technique](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rHoltWinter)
8. [Forecasting by the Z-Chart](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rzchartforcat)
9. [Concluding Remarks](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowconclud)

![http://home.ubalt.edu/ntsbarsh/stat-data/sep1.gif](data:image/gif;base64,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)

**Chapter 4:   Box-Jenkins Methodology**

1. [Box-Jenkins Methodology](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rboxjenkm)
2. [Autoregressive Models](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rAutorModels)
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**Chapter 5:   Filtering Techniques**

1. [Adaptive Filtering](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowadap)
2. [Hodrick-Prescott Filter](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowhpfil)
3. [Kalman Filter](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowhpkalfil)
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**Chapter 6:   A Summary of Special Modeling Techniques**

1. [Neural Network](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rneural)
2. [Modeling and Simulation](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowsim)
3. [Probabilistic Models](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowprob)
4. [Event History Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#reventhis)
5. [Predicting Market Response](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rpremr)
6. [Prediction Interval for a Random Variable](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rpredictsamplemean)
7. [Census II Method of Seasonal Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rsensusM)
8. [Delphi Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rdelphi)
9. [System Dynamics Modeling](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rsysdynamic)
10. [Transfer Functions Methodology](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtranfunmet)
11. [Testing for and Estimation of Multiple Structural Changes](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rtestmultiochang)
12. [Combination of Forecasts](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rhowerror)
13. [Measuring for Accuracy](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rSatatistErrors)
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**Chapter 7:   Modeling Financial and Economics Time Series**

1. [Introduction](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rmodelFinTime1)
2. [Modeling Financial Time Series and Econometrics](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rmodelFinTime)
3. [Econometrics and Time Series Models](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#recoTimemodel)
4. [Simultaneous Equations](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rSimulEqns )
5. [Further Readings](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rfurtread)
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**Chapter 8:   Cost/Benefit Analysis**

1. [The Best Age to Replace Equipment](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rreplaceequip)
2. [Pareto Analysis](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rparetoabc)
3. [Economic Quantity](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rcostbenitexam)
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**Chapter 9:   Marketing and Modeling Advertising Campaign**

1. [Marketing and Modeling Advertising Campaign](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rimpressionss)
2. [Selling Models](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#radsensusM)
3. [Buying Models](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#radecoTimemodel)
4. [The Advertising Pulsing Policy](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#radSimulEqns )
5. [Internet Advertising](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#radSatatistErrors)
6. [Predicting Online Purchasing Behavior](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rprediconline)
7. [Concluding Remarks](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#radfurtread)
8. [Further Readings](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#radfurtreads)
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**Chapter 10:   Economic Order and Production Quantity Models for Inventory Management**

1. [Introduction](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rinventcontrol1)
2. [Economic Order and Production Quantity for Inventory Control](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rinventcontrol)
3. [Optimal Order Quantity Discounts](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rdiscountes)
4. [Finite Planning Horizon Inventory](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rfiniteplans)
5. [Inventory Control with Uncertain Demand](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rinventnews)
6. [Managing and Controlling Inventory](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rinvenmanage)
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**Chapter 11:   Modeling Financial Economics Decisions**

1. [Markov Chains](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rintrocomatrix)
2. [Leontief's Input-Output Model](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#riLeontief)
3. [Risk as a Measuring Tool and Decision Criterion](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rFinEcons)
4. [Break-even and Cost Analyses](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rbreakcost)
5. [Modeling the Bidding Process](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rbiddingmarket)
6. [Product’s Life Cycle Analysis and Forecasting](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rLifeCyscle)
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**Chapter 12:   Learning and The Learning Curve**

1. [Introduction](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rlearncurves)
2. [Psychology of Learning](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rlearnpsych)
3. [Modeling the Learning Curve](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rlearnmodel)
4. [An Application](http://home.ubalt.edu/ntsbarsh/stat-data/forecast.htm#rlearnapply)

**Time-Critical Decision Modeling and Analysis**

The ability to model and perform decision modeling and analysis is an essential feature of many real-world applications ranging from emergency medical treatment in intensive care units to military command and control systems. Existing formalisms and methods of inference have not been effective in real-time applications where tradeoffs between decision quality and computational tractability are essential. In practice, an effective approach to time-critical dynamic decision modeling should provide explicit support for the modeling of temporal processes and for dealing with time-critical situations.

One of the most essential elements of being a high-performing manager is the ability to lead effectively one's own life, then to model those leadership skills for employees in the organization. This site comprehensively covers theory and practice of most topics in forecasting and economics. I believe such a comprehensive approach is necessary to fully understand the subject. A central objective of the site is to unify the various forms of business topics to link them closely to each other and to the supporting fields of statistics and economics. Nevertheless, the topics and coverage do reflect choices about what is important to understand for business decision making.

Almost all managerial decisions are based on forecasts. Every decision becomes operational at some point in the future, so it should be based on forecasts of future conditions.

Forecasts are needed throughout an organization -- and they should certainly not be produced by an isolated group of forecasters. Neither is forecasting ever "finished". Forecasts are needed continually, and as time moves on, the impact of the forecasts on actual performance is measured; original forecasts are updated; and decisions are modified, and so on.

For example, many inventory systems cater for uncertain demand. The inventory parameters in these systems require estimates of the demand and forecast error distributions. The two stages of these systems, forecasting and inventory control, are often examined independently. Most studies tend to look at demand forecasting as if this were an end in itself, or at stock control models as if there were no preceding stages of computation. Nevertheless, it is important to understand the interaction between demand forecasting and inventory control since this influences the performance of the inventory system. This integrated process is shown in the following figure:
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The decision-maker uses forecasting models to assist him or her in decision-making process. The decision-making often uses the modeling process to investigate the impact of different courses of action **retrospectively**; that is, "as if" the decision has already been made under a course of action. That is why the sequence of steps in the modeling process, in the above figure must be considered in reverse order. For example, the output (which is the result of the action) must be considered first.

It is helpful to break the components of decision making into three groups: Uncontrollable, Controllable, and Resources (that defines the problem situation). As indicated in the above activity chart, the decision-making process has the following components:

1. Performance measure (or indicator, or objective): Measuring business performance is the top priority for managers. Management by objective works if you know the objectives. Unfortunately, most business managers do not know explicitly what it is. The development of effective performance measures is seen as increasingly important in almost all organizations. However, the challenges of achieving this in the public and for non-profit sectors are arguably considerable. Performance measure provides the desirable level of outcome, i.e., objective of your decision. Objective is important in identifying the forecasting activity. The following table provides a few examples of performance measures for different levels of management:

|  |  |
| --- | --- |
| **Level** | **Performance Measure** |
| Strategic | Return of Investment, Growth, and Innovations |
| Tactical | Cost, Quantity, and Customer satisfaction |
| Operational | Target setting, and Conformance with standard |

1. Clearly, if you are seeking to improve a **system's performance**, an operational view is really what you are after. Such a view gets at how a forecasting system really works; for example, by what correlation its past output behaviors have generated. It is essential to understand how a forecast system currently is working if you want to change how it will work in the future. Forecasting activity is an iterative process. It starts with effective and efficient planning and ends in compensation of other forecasts for their performance
2. What is a System? Systems are formed with parts put together in a particular manner in order to pursue an objective. The relationship between the parts determines what the system does and how it functions as a whole. Therefore, the relationships in a system are often more important than the individual parts. In general, systems that are building blocks for other systems are called *subsystems*
3. The Dynamics of a System: A system that does not change is a static system. Many of the business systems are dynamic systems, which mean their states change over time. We refer to the way a system changes over time as the system's behavior. And when the system's development follows a typical pattern, we say the system has a behavior pattern. Whether a system is static or dynamic depends on which time horizon you choose and on which variables you concentrate. The time horizon is the time period within which you study the system. The variables are changeable values on the system.
4. Resources: Resources are the constant elements that do not change during the time horizon of the forecast. Resources are the factors that define the decision problem. Strategic decisions usually have longer time horizons than both the Tactical and the Operational decisions.
5. Forecasts: Forecasts input come from the decision maker's environment. Uncontrollable inputs must be forecasted or predicted.
6. Decisions: Decisions inputs ate the known collection of all possible courses of action you might take.
7. Interaction: Interactions among the above decision components are the logical, mathematical functions representing the cause-and-effect relationships among inputs, resources, forecasts, and the outcome.

Interactions are the most important type of relationship involved in the decision-making process. When the outcome of a decision depends on the course of action, we change one or more aspects of the problematic situation with the intention of bringing about a desirable change in some other aspect of it. We succeed if we have knowledge about the interaction among the components of the problem.

There may have also sets of constraints which apply to each of these components. Therefore, they do not need to be treated separately.

1. Actions: Action is the ultimate decision and is the best course of strategy to achieve the desirable goal.

Decision-making involves the selection of a course of action (means) in pursue of the decision maker's objective (ends). The way that our course of action affects the outcome of a decision depends on how the forecasts and other inputs are interrelated and how they relate to the outcome.

Controlling the Decision Problem/Opportunity: Few problems in life, once solved, stay that way. Changing conditions tend to un-solve problems that were previously solved, and their solutions create new problems. One must identify and anticipate these new problems.

Remember: If you cannot control it, then measure it in order to forecast or predict it.

Forecasting is a prediction of what will occur in the future, and it is an uncertain process. Because of the uncertainty, the accuracy of a forecast is as important as the outcome predicted by the forecast. This site presents a general overview of business forecasting techniques as classified in the following figure:
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Progressive Approach to Modeling: Modeling for decision making involves two distinct parties, one is the decision-maker and the other is the model-builder known as the analyst. The analyst is to assist the decision-maker in his/her decision-making process. Therefore, the analyst must be equipped with more than a set of analytical methods.

Integrating External Risks and Uncertainties: The mechanisms of thought are often distributed over brain, body and world. At the heart of this view is the fact that where the causal contribution of certain internal elements and the causal contribution of certain external elements are equal in governing behavior, there is no good reason to count the internal elements as proper parts of a cognitive system while denying that status to the external elements.

In improving the decision process, it is critical issue to translating environmental information into the process and action. Climate can no longer be taken for granted:

* Societies are becoming increasingly interdependent.
* The climate system is changing.
* Losses associated with climatic hazards are rising.

These facts must be purposeful taken into account in adaptation to climate conditions and management of climate-related risks.

The decision process is a platform for both the modeler and the decision maker to engage with human-made climate change. This includes ontological, ethical, and historical aspects of climate change, as well as relevant questions such as:

* Does climate change shed light on the foundational dynamics of reality structures?
* Does it indicate a looming bankruptcy of traditional conceptions of human-nature interplays?
* Does it indicate the need for utilizing nonwestern approaches, and if so, how?
* Does the imperative of sustainable development entail a new groundwork for decision maker?
* How will human-made climate change affect academic modelers -- and how can they contribute positively to the global science and policy of climate change?

Quantitative Decision Making: Schools of Business and Management are flourishing with more and more students taking up degree program at all level. In particular there is a growing market for conversion courses such as MSc in Business or Management and post experience courses such as MBAs. In general, a strong mathematical background is not a pre-requisite for admission to these programs. Perceptions of the content frequently focus on well-understood functional areas such as Marketing, Human Resources, Accounting, Strategy, and Production and Operations. A Quantitative Decision Making, such as this course is an unfamiliar concept and often considered as too hard and too mathematical. There is clearly an important role this course can play in contributing to a well-rounded Business Management degree program specialized, for example in finance.

Specialists in model building are often tempted to study a problem, and then go off in isolation to develop an elaborate mathematical model for use by the manager (i.e., the decision-maker). Unfortunately the manager may not understand this model and may either use it blindly or reject it entirely. The specialist may believe that the manager is too ignorant and unsophisticated to appreciate the model, while the manager may believe that the specialist lives in a dream world of unrealistic assumptions and irrelevant mathematical language.

Such **miscommunication** can be avoided if the manager works with the specialist to develop first a simple model that provides a crude but understandable analysis. After the manager has built up confidence in this model, additional detail and sophistication can be added, perhaps progressively only a bit at a time. This process requires an investment of time on the part of the manager and sincere interest on the part of the specialist in solving the manager's real problem, rather than in creating and trying to explain sophisticated models. This progressive model building is often referred to as **the bootstrapping approach** and is the most important factor in determining successful implementation of a decision model. Moreover the bootstrapping approach simplifies the otherwise difficult task of model validation and verification processes.

The time series analysis has three goals: forecasting (also called predicting), modeling, and characterization. What would be the logical order in which to tackle these three goals such that one task leads to and /or and justifies the other tasks? Clearly, it depends on what the prime objective is. Sometimes you wish to model in order to get better forecasts. Then the order is obvious. Sometimes, you just want to understand and explain what is going on. Then modeling is again the key, though out-of-sample forecasting may be used to test any model. Often modeling and forecasting proceed in an iterative way and there is no 'logical order' in the broadest sense. You may model to get forecasts, which enable better control, but iteration is again likely to be present and there are sometimes special approaches to control problems.

Outliers: One cannot nor should not study time series data without being sensitive to outliers. Outliers can be one-time outliers or seasonal pulses or a sequential set of outliers with nearly the same magnitude and direction (level shift) or local time trends. A pulse is a difference of a step while a step is a difference of a time trend. In order to assess or declare "an unusual value" one must develop "the expected or usual value". Time series techniques extended for outlier detection, i.e. intervention variables like pulses, seasonal pulses, level shifts and local time trends can be useful in "data cleansing" or pre-filtering of observations.

**Further Readings:**  
Borovkov K., *Elements of Stochastic Modeling*, World Scientific Publishing, 2003.  
Christoffersen P., *Elements of Financial Risk Management*, Academic Press, 2003.  
Holton G., *Value-at-Risk: Theory and Practice*, Academic Press, 2003.

**Effective Modeling for Good Decision-Making**

**What is a model?** A Model is an external and explicit representation of a part of reality, as it is seen by individuals who wish to use this model to understand, change, manage and control that part of reality.

"Why are so many models designed and so few used?" is a question often discussed within the Quantitative Modeling (QM) community. The formulation of the question seems simple, but the concepts and theories that must be mobilized to give it an answer are far more sophisticated. Would there be a selection process from "many models designed" to "few models used" and, if so, which particular properties do the "happy few" have? This site first analyzes the various definitions of "models" presented in the QM literature and proposes a synthesis of the functions a model can handle. Then, the concept of "implementation" is defined, and we progressively shift from a traditional "design then implementation" standpoint to a more general theory of a model design/implementation, seen as a cross-construction process between the model and the organization in which it is implemented. Consequently, the organization is considered not as a simple context, but as an active component in the design of models. This leads logically to six models of model implementation: the technocratic model, the political model, the managerial model, the self-learning model, the conquest model and the experimental model.

**Succeeding in Implementing a Model:** In order that an analyst succeeds in implementing a model that could be both valid and legitimate, here are some guidelines:

1. Be ready to work in close co-operation with the strategic stakeholders in order to acquire a sound understanding of the organizational context. In addition, the QM should constantly try to discern the kernel of organizational values from its more contingent part.
2. The QM should attempt to strike a balance between the level of model sophistication/complexity and the competence level of stakeholders. The model must be adapted both to the task at hand and to the cognitive capacity of the stakeholders.
3. The QM should attempt to become familiar with the various preferences prevailing in the organization. This is important since the interpretation and the use of the model will vary according to the dominant preferences of the various organizational actors.
4. The QM should make sure that the possible instrumental uses of the model are well documented and that the strategic stakeholders of the decision making process are quite knowledgeable about and comfortable with the contents and the working of the model.
5. The QM should be prepared to modify or develop a new version of the model, or even a completely new model, if needed, that allows an adequate exploration of heretofore unforeseen problem formulation and solution alternatives.
6. The QM should make sure that the model developed provides a buffer or leaves room for the stakeholders to adjust and readjust themselves to the situation created by the use of the model and
7. The QM should be aware of the pre-conceived ideas and concepts of the stakeholders regarding problem definition and likely solutions; many decisions in this respect might have been taken implicitly long before they become explicit.

In model-based decision-making, we are particularly interested in the idea that a model is designed with a view to action.

**Descriptive and prescriptive models:** A descriptive model is often a function of figuration, abstraction based on reality. However, a prescriptive model is moving from reality to a model a function of development plan, means of action, moving from model to the reality.

One must distinguishes between descriptive and prescriptive models in the perspective of a traditional analytical distinction between knowledge and action. The prescriptive models are in fact the furthest points in a chain cognitive, predictive, and decision making.

**Why modeling?** The purpose of models is to aid in designing solutions. They are to assist understanding the problem and to aid deliberation and choice by allowing us to evaluate the consequence of our action before implementing them.

The principle of bounded rationality assumes that the decision maker is able to optimize but only within the limits of his/her representation of the decision problem. Such a requirement is fully compatible with many results in the psychology of memory: an expert uses strategies compiled in the long-term memory and solves a decision problem with the help of his/her short-term working memory.

Problem solving is decision making that may involves heuristics such as satisfaction principle, and availability. It often, involves global evaluations of alternatives that could be supported by the short-term working memory and that should be compatible with various kinds of attractiveness scales. Decision-making might be viewed as the achievement of a more or less complex information process and anchored in the search for a dominance structure: the Decision Maker updates his/her representation of the problem with the goal of finding a case where one alternative dominant all the others for example; in a mathematical approach based on dynamic systems under three principles:

1. **Parsimony:** the decision maker uses a small amount of information.
2. **Reliability:** the processed information is relevant enough to justify -- personally or socially -- decision outcomes.
3. **Decidability:** the processed information may change from one decision to another.

**Cognitive science** provides us with the insight that a cognitive system, in general, is an association of a physical working device that is environment sensitive through perception and action, with a mind generating mental activities designed as operations, representations, categorizations and/or programs leading to efficient problem-solving strategies.

Mental activities act on the environment, which itself acts again on the system by way of perceptions produced by representations.

Designing and implementing human-centered systems for planning, control, decision and reasoning require studying the operational domains of a cognitive system in three dimensions:

* An environmental dimension, where first, actions performed by a cognitive system may be observed by way of changes in the environment; and second, communication is an observable mode of exchange between different cognitive systems.
* An internal dimension, where mental activities; i.e., memorization and information processing generate changes in the internal states of the system. These activities are, however, influenced by partial factorizations through the environment, such as planning, deciding, and reasoning.
* An autonomous dimension where learning and knowledge acquisition enhance mental activities by leading to the notions of self- reflexivity and consciousness.

**Validation and Verification:** As part of the calibration process of a model, the modeler must validate and verified the model. The term validation is applied to those processes, which seek to determine whether or not a model is correct with respect to the "real" system. More prosaically, validation is concerned with the question "Are we building the right system?" Verification, on the other hand, seeks to answer the question "Are we building the system right?"

**Balancing Success in Business**

Without metrics, management can be a nebulous, if not impossible, exercise. How can we tell if we have met our goals if we do not know what our goals are? How do we know if our business strategies are effective if they have not been well defined? For example, one needs a methodology for measuring success and setting goals from financial and operational viewpoints. With those measures, any business can manage its strategic vision and adjust it for any change. Setting a performance measure is a multi-perspective at least from financial, customer, innovation, learning, and internal business viewpoints processes.

* The **financial perspective** provides a view of how the shareholders see the company; i.e. the company's bottom-line.
* The **customer perspective** provides a view of how the customers see the company.
* While the financial perspective deals with the projected value of the company, the **innovation and learning perspective** sets measures that help the company compete in a changing business environment. The focus for this innovation is in the formation of new or the improvement of existing products and processes.
* The **internal business process perspective** provides a view of what the company must excel at to be competitive. The focus of this perspective then is the translation of customer-based measures into measures reflecting the company's internal operations.

Each of the above four perspectives must be considered with respect to four parameters:

1. Goals: What do we need to achieve to become successful?
2. Measures: What parameters will we use to know if we are successful?
3. Targets: What quantitative value will we use to determine success of the measure?
4. Initiatives: What will we do to meet our goals?

Clearly, it is not enough to produce an instrument to document and monitor success. Without proper implementation and leadership, creating a performance measure will remain only an exercise as opposed to a system to manage change.

**Further Readings:**  
Calabro L. On balance, *Chief Financial Officer Magazine*, February 01, 2001. Almost 10 years after developing the balanced scorecard, authors Robert Kaplan and David Norton share what they've learned.  
Craven B., and S. Islam, *Optimization in Economics and Finance*, Springer , 2005.   
Kaplan R., and D. Norton, *The balanced scorecard: Measures that drive performance*, Harvard Business Review, 71, 1992.

**Modeling for Forecasting:  
Accuracy and Validation Assessments**

Forecasting is a necessary input to planning, whether in business, or government. Often, forecasts are generated subjectively and at great cost by group discussion, even when relatively simple quantitative methods can perform just as well or, at very least; provide an informed input to such discussions.

**Data Gathering for Verification of Model:** Data gathering is often considered "expensive". Indeed, technology "softens" the mind, in that we become reliant on devices; however, reliable data are needed to verify a quantitative model. Mathematical models, no matter how elegant, sometimes escape the appreciation of the decision-maker. In other words, some people think algebraically; others see geometrically. When the data are complex or multidimensional, there is the more reason for working with equations, though appealing to the intellect has a more down-to-earth undertone: beauty is in the eye of the other beholder - not you; yourself.

The following flowchart highlights the systematic development of the modeling and forecasting phases:
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Modeling for Forecasting  
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The above modeling process is useful to:

* understand the underlying mechanism generating the time series. This includes describing and explaining any variations, seasonallity, trend, etc.
* predict the future under "business as usual" condition.
* control the system, which is to perform the "what-if" scenarios.

**Statistical Forecasting:** The selection and implementation of the proper forecast methodology has always been an important planning and control issue for most firms and agencies. Often, the financial well-being of the entire operation rely on the accuracy of the forecast since such information will likely be used to make interrelated budgetary and operative decisions in areas of personnel management, purchasing, marketing and advertising, capital financing, etc. For example, any significant over-or-under sales forecast error may cause the firm to be overly burdened with excess inventory carrying costs or else create lost sales revenue through unanticipated item shortages. When demand is fairly stable, e.g., unchanging or else growing or declining at a known constant rate, making an accurate forecast is less difficult. If, on the other hand, the firm has historically experienced an up-and-down sales pattern, then the complexity of the forecasting task is compounded.

There are two main approaches to forecasting. Either the estimate of future value is based on an analysis of factors which are believed to influence future values, i.e., the explanatory method, or else the prediction is based on an inferred study of past general data behavior over time, i.e., the extrapolation method. For example, the belief that the sale of doll clothing will increase from current levels because of a recent advertising blitz rather than proximity to Christmas illustrates the difference between the two philosophies. It is possible that both approaches will lead to the creation of accurate and useful forecasts, but it must be remembered that, even for a modest degree of desired accuracy, the former method is often more difficult to implement and validate than the latter approach.

**Autocorrelation:** Autocorrelation is the serial correlation of equally spaced time series between its members one or more lags apart. Alternative terms are the lagged correlation, and persistence. Unlike the statistical data which are random samples allowing us to perform statistical analysis, the time series are strongly autocorrelated, making it possible to predict and forecast. Three tools for assessing the autocorrelation of a time series are the time series plot, the lagged scatterplot, and at least the first and second order autocorrelation values.

**Standard Error for a Stationary Time-Series:** The sample mean for a time-series, has standard error not equal to S / n ½, but S[(1-r) / (n-nr)] ½, where S is the sample standard deviation, n is the length of the time-series, and r is its first order correlation.

**Performance Measures and Control Chart for Examine Forecasting Errors:** Beside the Standard Error there are other performance measures. The following are some of the widely used performance measures:
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If the forecast error is stable, then the distribution of it is approximately normal. With this in mind, we can plot and then analyze the on the control charts to see if they might be a need to revise the forecasting method being used. To do this, if we divide a normal distribution into zones, with each zone one standard deviation wide, then one obtains the approximate percentage we expect to find in each zone from a stable process.

**Modeling for Forecasting with Accuracy and Validation Assessments:** Control limits could be one-standard-error, or two-standard-error, and any point beyond these limits (i.e., outside of the error control limit) is an indication the need to revise the forecasting process, as shown below:
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A Zone on a Control Chart for Controlling Forecasting Errors  
**Click on the image to enlarge it and THEN print it**

The plotted forecast errors on this chart, not only should remain with the control limits, they should not show any obvious pattern, collectively.

Since validation is used for the purpose of establishing a model’s credibility it is important that the method used for the validation is, itself, credible. Features of time series, which might be revealed by examining [**its graph**](http://home.ubalt.edu/ntsbarsh/Business-stat/graph/TimeSeriesPlot.htm), with the forecasted values, and the residuals behavior, condition forecasting modeling.

An effective approach to modeling forecasting validation is to hold out a specific number of data points for estimation validation (i.e., estimation period), and a specific number of data points for forecasting accuracy (i.e., validation period). The data, which are not held out, are used to estimate the parameters of the model, the model is then tested on data in the validation period, if the results are satisfactory, and forecasts are then generated beyond the end of the estimation and validation periods. As an illustrative example, the following graph depicts the above process on a set of data with trend component only:
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Estimation Period, Validation Period, and the Forecasts  
**Click on the image to enlarge it and THEN print it**

In general, the data in the estimation period are used to help select the model and to estimate its parameters. Forecasts into the future are "real" forecasts that are made for time periods beyond the end of the available data.

The data in the validation period are held out during parameter estimation. One might also withhold these values during the forecasting analysis after model selection, and then one-step-ahead forecasts are made.

A good model should have small error measures in both the estimation and validation periods, compared to other models, and its validation period statistics should be similar to its own estimation period statistics.

Holding data out for validation purposes is probably the single most important diagnostic test of a model: it gives the best indication of the accuracy that can be expected when forecasting the future. It is a rule-of-thumb that one should hold out at least 20% of data for validation purposes.

You may like using the [Time Series' Statistics](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TimeSeriesStat.htm) JavaScript for computing some of the essential statistics needed for a preliminary investigation of your time series.

**Stationary Time Series**

Stationarity has always played a major role in time series analysis. To perform forecasting, most techniques required stationarity conditions. Therefore, we need to establish some conditions, e.g. time series must be a first and second order stationary process.

**First Order Stationary:** A time series is a first order stationary if expected value of X(t) remains the same for all t.

For example in economic time series, a process is first order stationary when we remove any kinds of trend by some mechanisms such as differencing.

**Second Order Stationary:** A time series is a second order stationary if it is first order stationary and covariance between X(t) and X(s) is function of length (t-s) only.

Again, in economic time series, a process is second order stationary when we stabilize also its variance by some kind of transformations, such as taking square root.

You may like using [Test for Stationary Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Stationary.htm) JavaScript.

**Statistics for Correlated Data**

We concern ourselves with n realizations that are related to time, that is having n correlated observations; the **estimate of the mean** is given by

mean =  Xi / n,

where the sum is over i = 1 to n.

Let

A =  [1 - j/(m + 1)] j,x

where the sum is over j = 1 to m, then the **estimated variance** is:

[1 + 2A ] S2 / n

Where

S2   = the usual variance estimate

*j,x* = the jth coefficient of autocorrelation

*m*    = the maximum time lag for which autocorrelations are computed, such that j = 1, 2, 3, ..., *m*

As a good rule of thumb, the maximum lag for which autocorrelations are computed should be approximately 2% of the number of n realizations, although each j,x could be tested to determine if it is significantly different from zero.

**Sample Size Determination:** We can calculate the minimum sample size required by

n = [1 + 2A ] S2 t2 / (2 mean2)

**Application:** A pilot run was made of a model, observations numbered 150, the mean was 205.74 minutes and the variance S2 = 101, 921.54, estimate of the lag coefficients were computed as: 1,x = 0.3301 2,x = 0.2993, and 3,x = 0.1987. Calculate the minimum sample size to assure the estimate lies within + = 10% of the true mean with  = 0.05.

n = [(1.96)2 (101,921.54) {1 + 2 [(1-1/4) 0.3301 + (1 - 2/4) 0.2993 + (1- 3/4) 0.1987]}] / (0.1)2 (205.74)2

 1757

You may like using [Statistics for Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TimeSeriesStat.htm), and [Testing Correlation](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/correlation.htm) JavaScript.

**A Summary of Forecasting Methods**

Ideally, organizations which can afford to do so will usually assign crucial forecast responsibilities to those departments and/or individuals that are best qualified and have the necessary resources at hand to make such forecast estimations under complicated demand patterns. Clearly, a firm with a large ongoing operation and a technical staff comprised of statisticians, management scientists, computer analysts, etc. is in a much better position to select and make proper use of sophisticated forecast techniques than is a company with more limited resources. Notably, the bigger firm, through its larger resources, has a competitive edge over an unwary smaller firm and can be expected to be very diligent and detailed in estimating forecast (although between the two, it is usually the smaller firm which can least afford miscalculations in new forecast levels).

A time series is a set of ordered observations on a quantitative characteristic of a phenomenon at equally spaced time points. One of the main goals of time series analysis is to forecast future values of the series.

A trend is a regular, slowly evolving change in the series level. Changes that can be modeled by low-order polynomials

We examine three general classes of models that can be constructed for purposes of forecasting or policy analysis. Each involves a different degree of model complexity and presumes a different level of comprehension about the processes one is trying to model.

Many of us often either use or produce forecasts of one sort or another. Few of us recognize, however, that some kind of logical structure, or model, is implicit in every forecast.

In making a forecast, it is also important to provide a measure of how accurate one can expect the forecast to be. The use of intuitive methods usually precludes any quantitative measure of confidence in the resulting forecast. The statistical analysis of the individual relationships that make up a model, and of the model as a whole, makes it possible to attach a measure of confidence to the model’s forecasts.

Once a model has been constructed and fitted to data, a sensitivity analysis can be used to study many of its properties. In particular, the effects of small changes in individual variables in the model can be evaluated. For example, in the case of a model that describes and predicts interest rates, one could measure the effect on a particular interest rate of a change in the rate of inflation. This type of sensitivity study can be performed only if the model is an explicit one.

In Time-Series Models we presume to know nothing about the causality that affects the variable we are trying to forecast. Instead, we examine the past behavior of a time series in order to infer something about its future behavior. The method used to produce a forecast may involve the use of a simple deterministic model such as a linear extrapolation or the use of a complex stochastic model for adaptive forecasting.

One example of the use of time-series analysis would be the simple extrapolation of a past trend in predicting population growth. Another example would be the development of a complex linear stochastic model for passenger loads on an airline. Time-series models have been used to forecast the demand for airline capacity, seasonal telephone demand, the movement of short-term interest rates, and other economic variables. Time-series models are particularly useful when little is known about the underlying process one is trying to forecast. The limited structure in time-series models makes them reliable only in the short run, but they are nonetheless rather useful.

In the Single-Equation Regression Models the variable under study is explained by a single function (linear or nonlinear) of a number of explanatory variables. The equation will often be time-dependent (i.e., the time index will appear explicitly in the model), so that one can predict the response over time of the variable under study to changes in one or more of the explanatory variables. A principal purpose for constructing single-equation regression models is forecasting. A forecast is a quantitative estimate (or set of estimates) about the likelihood of future events which is developed on the basis of past and current information. This information is embodied in the form of a model—a single-equation structural model and a multi-equation model or a time-series model. By extrapolating our models beyond the period over which they were estimated, we can make forecasts about near future events. This section shows how the single-equation regression model can be used as a forecasting tool.

The term forecasting is often thought to apply solely to problems in which we predict the future. We shall remain consistent with this notion by orienting our notation and discussion toward time-series forecasting. We stress, however, that most of the analysis applies equally well to cross-section models.

An example of a single-equation regression model would be an equation that relates a particular interest rate, such as the money supply, the rate of inflation, and the rate of change in the gross national product.

The choice of the type of model to develop involves trade-offs between time, energy, costs, and desired forecast precision. The construction of a multi-equation simulation model may require large expenditures of time and money. The gains from this effort may include a better understanding of the relationships and structure involved as well as the ability to make a better forecast. However, in some cases these gains may be small enough to be outweighed by the heavy costs involved. Because the multi-equation model necessitates a good deal of knowledge about the process being studied, the construction of such models may be extremely difficult.

The decision to build a time-series model usually occurs when little or nothing is known about the determinants of the variable being studied, when a large number of data points are available, and when the model is to be used largely for short-term forecasting. Given some information about the processes involved, however, it may be reasonable for a forecaster to construct both types of models and compare their relative performance.

Two types of forecasts can be useful. Point forecasts predict a single number in each forecast period, while interval forecasts indicate an interval in which we hope the realized value will lie. We begin by discussing point forecasts, after which we consider how confidence intervals (interval forecasts) can be used to provide a margin of error around point forecasts.

The information provided by the forecasting process can be used in many ways. An important concern in forecasting is the problem of evaluating the nature of the forecast error by using the appropriate statistical tests. We define the best forecast as the one which yields the forecast error with the minimum variance. In the single-equation regression model, ordinary lest-squares estimation yields the best forecast among all linear unbiased estimators having minimum mean-square error.

The error associated with a forecasting procedure can come from a combination of four distinct sources. First, the random nature of the additive error process in a linear regression model guarantees that forecasts will deviate from true values even if the model is specified correctly and its parameter values are known. Second, the process of estimating the regression parameters introduces error because estimated parameter values are random variables that may deviate from the true parameter values. Third, in the case of a conditional forecast, errors are introduced when forecasts are made for the values of the explanatory variables for the period in which the forecast is made. Fourth, errors may be introduced because the model specification may not be an accurate representation of the "true" model.

Multi-predictor regression methods include logistic models for binary outcomes, the Cox model for right-censored survival times, repeated-measures models for longitudinal and hierarchical outcomes, and generalized linear models for counts and other outcomes. Below we outline some effective forecasting approaches, especially for short to intermediate term analysis and forecasting:

**Modeling the Causal Time Series:** With multiple regressions, we can use more than one predictor. It is always best, however, to be parsimonious, that is to use as few variables as predictors as necessary to get a reasonably accurate forecast. Multiple regressions are best modeled with commercial package such as [SAS or SPSS](http://home.ubalt.edu/ntsbarsh/stat-data/%20http:/home.ubalt.edu/ntsbarsh/stat-data/SPSSSAS.htm). The forecast takes the form:

Y = 0 + 1X1 + 2X2 + . . .+ nXn,

where 0 is the intercept, 1, 2, . . . n are coefficients representing the contribution of the independent variables X1, X2,..., Xn.

Forecasting is a prediction of what will occur in the future, and it is an uncertain process. Because of the uncertainty, the accuracy of a forecast is as important as the outcome predicted by forecasting the independent variables X1, X2,..., Xn. A forecast control must be used to determine if the accuracy of the forecast is within acceptable limits. Two widely used methods of forecast control are a tracking signal, and statistical control limits.

Tracking signal is computed by dividing the total residuals by their mean absolute deviation (MAD). To stay within 3 standard deviations, the tracking signal that is within 3.75 MAD is often considered to be good enough.

Statistical control limits are calculated in a manner similar to other quality control limit charts, however, the residual standard deviation are used.

Multiple regressions are used when two or more independent factors are involved, and it is widely used for short to intermediate term forecasting. They are used to assess which factors to include and which to exclude. They can be used to develop alternate models with different factors.

**Trend Analysis:** Uses linear and nonlinear regression with time as the explanatory variable, it is used where pattern over time have a long-term trend. Unlike most time-series forecasting techniques, the Trend Analysis does not assume the condition of equally spaced time series.

Nonlinear regression does not assume a linear relationship between variables. It is frequently used when time is the independent variable.

You may like using [Detective Testing for Trend](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Trend.htm) JavaScript.

In the absence of any "visible" trend, you may like performing the [Test for Randomness of Fluctuations](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Fluctuation.htm), too.

**Modeling Seasonality and Trend:** Seasonality is a pattern that repeats for each period. For example annual seasonal pattern has a cycle that is 12 periods long, if the periods are months, or 4 periods long if the periods are quarters. We need to get an estimate of the seasonal index for each month, or other periods, such as quarter, week, etc, depending on the data availability.

1. **Seasonal Index:** Seasonal index represents the extent of seasonal influence for a particular segment of the year. The calculation involves a comparison of the expected values of that period to the grand mean.

A seasonal index is how much the average for that particular period tends to be above (or below) the grand average. Therefore, to get an accurate estimate for the seasonal index, we compute the average of the first period of the cycle, and the second period, etc, and divide each by the overall average. The formula for computing seasonal factors is:

Si = Di/D,

where:  
Si = the seasonal index for ith period,  
Di = the average values of ith period,  
D = grand average,  
i = the ith seasonal period of the cycle.

A seasonal index of 1.00 for a particular month indicates that the expected value of that month is 1/12 of the overall average. A seasonal index of 1.25 indicates that the expected value for that month is 25% greater than 1/12 of the overall average. A seasonal index of 80 indicates that the expected value for that month is 20% less than 1/12 of the overall average.

2. **Deseasonalizing Process:** Deseasonalizing the data, also called Seasonal Adjustment is the process of removing recurrent and periodic variations over a short time frame, e.g., weeks, quarters, months. Therefore, seasonal variations are regularly repeating movements in series values that can be tied to recurring events. The Deseasonalized data is obtained by simply dividing each time series observation by the corresponding seasonal index.

Almost all time series published by the US government are already deseasonalized using the seasonal index to unmasking the underlying trends in the data, which could have been caused by the seasonality factor.

3. **Forecasting:** Incorporating seasonality in a forecast is useful when the time series has both trend and seasonal components. The final step in the forecast is to use the seasonal index to adjust the trend projection. One simple way to forecast using a seasonal adjustment is to use a seasonal factor in combination with an appropriate underlying trend of total value of cycles.

4. **A Numerical Application:** The following table provides monthly sales ($1000) at a college bookstore. The sales show a seasonal pattern, with the greatest number when the college is in session and decrease during the summer months.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | **M**  **T** | **Jan** | **Feb** | **Mar** | **Apr** | **May** | **Jun** | **Jul** | **Aug** | **Sep** | **Oct** | **Nov** | **Dec** | **Total** | | 1 | 196 | 188 | 192 | 164 | 140 | 120 | 112 | 140 | 160 | 168 | 192 | 200 | 1972 | | 2 | 200 | 188 | 192 | 164 | 140 | 122 | 132 | 144 | 176 | 168 | 196 | 194 | 2016 | | 3 | 196 | 212 | 202 | 180 | 150 | 140 | 156 | 144 | 164 | 186 | 200 | 230 | 2160 | | 4 | 242 | 240 | 196 | 220 | 200 | 192 | 176 | 184 | 204 | 228 | 250 | 260 | 2592 | | **Mean:** | 208.6 | 207.0 | 192.6 | 182.0 | 157.6 | 143.6 | 144.0 | 153.0 | 177.6 | 187.6 | 209.6 | 221.0 | 2185 | | **Index:** | 1.14 | 1.14 | 1.06 | 1.00 | 0.87 | 0.79 | 0.79 | 0.84 | 0.97 | 1.03 | 1.15 | 1.22 | 12 | |

Suppose we wish to calculate seasonal factors and a trend, then calculate the forecasted sales for July in year 5.

The first step in the seasonal forecast will be to compute monthly indices using the past four-year sales. For example, for January the index is:

S(Jan) = D(Jan)/D = 208.6/181.84 = 1.14,

where D(Jan) is the mean of all four January months, and D is the grand mean of all past four-year sales.

Similar calculations are made for all other months. Indices are summarized in the last row of the above table. Notice that the mean (average value) for the monthly indices adds up to 12, which is the number of periods in a year for the monthly data.

Next, a [**linear trend**](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) often is calculated using the annual sales:

Y = 1684 + 200.4T,

The main question is whether this equation represents the trend.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | **Determination of the Annual Trend for the Numerical Example** | | | | | **Year No:** | **Actual Sales** | **Linear Regression** | **Quadratic Regression** | | 1 | 1972 | 1884 | 1981 | | 2 | 2016 | 2085 | 1988 | | 3 | 2160 | 2285 | 2188 | | 4 | 2592 | 2486 | 2583 | |

Often fitting a straight line to the seasonal data is misleading. By constructing the scatter-diagram, we notice that a Parabola might be a better fit. Using the [**Polynomial Regression**](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/PolynoReg.htm) JavaScript, the estimated quadratic trend is:

Y = 2169 - 284.6T + 97T2

Predicted values using both the linear and the quadratic trends are presented in the above tables. Comparing the predicted values of the two models with the actual data indicates that the quadratic trend is a much superior fit than the linear one, as often expected.

We can now forecast the next annual sales; which, corresponds to year 5, or T = 5 in the above quadratic equation:

Y = 2169 - 284.6(5) + 97(5)2 = 3171

sales for the following year. The average monthly sales during next year is, therefore: 3171/12 = 264.25.

Finally, the forecast for month of July is calculated by multiplying the average monthly sales forecast by the July seasonal index, which is 0.79; i.e., (264.25).(0.79) or 209.

You might like to use the [Seasonal Index](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SeasonalTools.htm) JavaScript to check your hand computation. As always you must first use [Plot of the Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/graph/TimeSeriesPlot.htm) as a tool for the initial characterization process.

For testing seasonality based on seasonal index, you may like to use the [Test for Seasonality](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TestSeason.htm) JavaScript.

**Trend Removal and Cyclical Analysis:** The cycles can be easily studied if the trend itself is removed. This is done by expressing each actual value in the time series as a percentage of the calculated trend for the same date. The resulting time series has no trend, but oscillates around a central value of 100.

**Decomposition Analysis:** It is the pattern generated by the time series and not necessarily the individual data values that offers to the manager who is an observer, a planner, or a controller of the system. Therefore, the Decomposition Analysis is used to identify several patterns that appear simultaneously in a time series.

A variety of factors are likely influencing data. It is very important in the study that these different influences or components be separated or decomposed out of the 'raw' data levels. In general, there are four types of components in time series analysis: **S**easonality, **T**rend, **C**ycling and **I**rregularity.

Xt = St . Tt. Ct . I

The first three components are deterministic which are called "Signals", while the last component is a random variable, which is called "Noise". To be able to make a proper forecast, we must know to what extent each component is present in the data. Hence, to understand and measure these components, the forecast procedure involves initially removing the component effects from the data (decomposition). After the effects are measured, making a forecast involves putting back the components on forecast estimates (recomposition). The time series decomposition process is depicted by the following flowchart:

![Time Series Decomposition Process](data:image/gif;base64,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)

Definitions of the major components in the above flowchart:

**Seasonal variation:** When a repetitive pattern is observed over some time horizon, the series is said to have seasonal behavior. Seasonal effects are usually associated with calendar or climatic changes. Seasonal variation is frequently tied to yearly cycles.

**Trend:** A time series may be stationary or exhibit trend over time. Long-term trend is typically modeled as a linear, quadratic or exponential function.

**Cyclical variation:** An upturn or downturn not tied to seasonal variation. Usually results from changes in economic conditions.

1. **S**easonalities are regular fluctuations which are repeated from year to year with about the same timing and level of intensity. The first step of a times series decomposition is to remove seasonal effects in the data. Without deseasonalizing the data, we may, for example, incorrectly infer that recent increase patterns will continue indefinitely; i.e., a growth trend is present, when actually the increase is 'just because it is that time of the year'; i.e., due to regular seasonal peaks. To measure seasonal effects, we calculate a series of seasonal indexes. A practical and widely used method to compute these indexes is the ratio-to-moving-average approach. From such indexes, we may quantitatively measure how far above or below a given period stands in comparison to the expected or 'business as usual' data period (the expected data are represented by a seasonal index of 100%, or 1.0).
2. **T**rend is growth or decay that is the tendencies for data to increase or decrease fairly steadily over time. Using the deseasonalized data, we now wish to consider the growth trend as noted in our initial inspection of the time series. Measurement of the trend component is done by fitting a line or any other function. This fitted function is calculated by the method of least squares and represents the overall trend of the data over time.
3. **C**yclic oscillations are general up-and-down data changes; due to changes e.g., in the overall economic environment (not caused by seasonal effects) such as recession-and-expansion. To measure how the general cycle affects data levels, we calculate a series of cyclic indexes. Theoretically, the deseasonalized data still contains trend, cyclic, and irregular components. Also, we believe predicted data levels using the trend equation do represent pure trend effects. Thus, it stands to reason that the ratio of these respective data values should provide an index which reflects cyclic and irregular components only. As the business cycle is usually longer than the seasonal cycle, it should be understood that cyclic analysis is not expected to be as accurate as a seasonal analysis.

Due to the tremendous complexity of general economic factors on long term behavior, a general approximation of the cyclic factor is the more realistic aim. Thus, the specific sharp upturns and downturns are not so much the primary interest as the general tendency of the cyclic effect to gradually move in either direction. To study the general cyclic movement rather than precise cyclic changes (which may falsely indicate more accurately than is present under this situation), we 'smooth' out the cyclic plot by replacing each index calculation often with a centered 3-period moving average. The reader should note that as the number of periods in the moving average increases, the smoother or flatter the data become. The choice of 3 periods perhaps viewed as slightly subjective may be justified as an attempt to smooth out the many up-and-down minor actions of the cycle index plot so that only the major changes remain.

1. **I**rregularities (**I**) are any fluctuations not classified as one of the above. This component of the time series is unexplainable; therefore it is unpredictable. Estimation of **I** can be expected only when its variance is not too large. *Otherwise, it is not possible to decompose the series*. If the magnitude of variation is large, the projection for the future values will be inaccurate. The best one can do is to give a probabilistic interval for the future value given the probability of **I** is known.
2. Making a Forecast: At this point of the analysis, after we have completed the study of the time series components, we now project the future values in making forecasts for the next few periods. The procedure is summarized below.
   * Step 1: Compute the future trend level using the trend equation.
   * Step 2: Multiply the trend level from Step 1 by the period seasonal index to include seasonal effects.
   * Step 3: Multiply the result of Step 2 by the projected cyclic index to include cyclic effects and get the final forecast result.

Exercise your knowledge about how to forecast by decomposition method? by using a sales time series available at

[An Illustrative Application (a pdf file)](http://home.ubalt.edu/ntsbarsh/Business-stat/stat-data/DecomposePaper.pdf%20).

Therein you will find a detailed workout numerical example in the context of the sales time series which consists of all components including a cycle.

**Smoothing Techniques:** A time series is a sequence of observations, which are ordered in time. Inherent in the collection of data taken over time is some form of random variation. There exist methods for reducing of canceling the effect due to random variation. A widely used technique is "smoothing". This technique, when properly applied, reveals more clearly the underlying trend, seasonal and cyclic components.

Smoothing techniques are used to reduce irregularities (random fluctuations) in time series data. They provide a clearer view of the true underlying behavior of the series. Moving averages rank among the most popular techniques for the preprocessing of time series. They are used to filter random "white noise" from the data, to make the time series smoother or even to emphasize certain informational components contained in the time series.

Exponential smoothing is a very popular scheme to produce a smoothed time series. Whereas in moving averages the past observations are weighted equally, Exponential Smoothing assigns exponentially decreasing weights as the observation get older. In other words, recent observations are given relatively more weight in forecasting than the older observations. Double exponential smoothing is better at handling trends. Triple Exponential Smoothing is better at handling parabola trends.

Exponential smoothing is a widely method used of forecasting based on the time series itself. Unlike regression models, exponential smoothing does not imposed any deterministic model to fit the series other than what is inherent in the time series itself.

**Simple Moving Averages:** The best-known forecasting methods is the moving averages or simply takes a certain number of past periods and add them together; then divide by the number of periods. Simple Moving Averages (MA) is effective and efficient approach provided the time series is stationary in both mean and variance. The following formula is used in finding the moving average of order n, MA(n) for a period t+1,

MAt+1 = [Dt + Dt-1 + ... +Dt-n+1] / n

where n is the number of observations used in the calculation.

The forecast for time period t + 1 is the forecast for all future time periods. However, this forecast is revised only when new data becomes available.

You may like using [Forecasting by Smoothing](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ForecaSmo.htm) Javasript, and then performing some numerical experimentation for a deeper understanding of these concepts.

**Weighted Moving Average:** Very powerful and economical. They are widely used where repeated forecasts required-uses methods like sum-of-the-digits and trend adjustment methods. As an example, a Weighted Moving Averages is:

Weighted MA(3) = w1.Dt + w2.Dt-1 + w3.Dt-2

where the weights are any positive numbers such that: w1 + w2 + w3 = 1. A typical weights for this example is, w1 = 3/(1 + 2 + 3) = 3/6, w2 = 2/6, and w3 = 1/6.

You may like using [Forecasting by Smoothing](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ForecaSmo.htm) JavaScript, and then performing some numerical experimentation for a deeper understanding of the concepts.

**An illustrative numerical example:** The moving average and weighted moving average of order five are calculated in the following table.

|  |  |  |  |
| --- | --- | --- | --- |
| **Week** | **Sales ($1000)** | **MA(5)** | **WMA(5)** |
| 1 | 105 | - | - |
| 2 | 100 | - | - |
| 3 | 105 | - | - |
| 4 | 95 | - | - |
| 5 | 100 | 101 | 100 |
| 6 | 95 | 99 | 98 |
| 7 | 105 | 100 | 100 |
| 8 | 120 | 103 | 107 |
| 9 | 115 | 107 | 111 |
| 10 | 125 | 117 | 116 |
| 11 | 120 | 120 | 119 |
| 12 | 120 | 120 | 119 |
|  |  |  |  |

**Moving Averages with Trends:** Any method of time series analysis involves a different degree of model complexity and presumes a different level of comprehension about the underlying trend of the time series. In many business time series, the trend in the smoothed series using the usual moving average method indicates evolving changes in the series level to be highly nonlinear.

In order to capture the trend, we may use the Moving-Average with Trend (MAT) method. The MAT method uses an adaptive linearization of the trend by means of incorporating a combination of the local slopes of both the original and the smoothed time series.

The following formulas are used in MAT method:

X(t): The actual (historical) data at time t.

M(t) =  X(i) / n   
i.e., finding the moving average smoothing M(t) of order n, which is a positive odd integer number  3, for i from t-n+1 to t.

F(t) = the smoothed series adjusted for any local trend  
F(t) = F(t-1) + a [(n-1)X(t) + (n+1)X(t-n) -2nM(t-1)], where constant coefficient a = 6/(n3 – n).

with initial conditions F(t) =X(t) for all t  n,

Finally, the h-step-a-head forecast f(t+h) is:  
F(t+h) = M(t) + [h + (n-1)/2] F(t).

To have a notion of F(t), notice that the inside bracket can be written as:

n[X(t) – F(t-1)] + n[X(t-m) – F(t-1)] + [X(t-m) – X(t)],

this is, a combination of three rise/fall terms.

In making a forecast, it is also important to provide a measure of how accurate one can expect the forecast to be. The statistical analysis of the error terms known as residual time-series provides measure tool and decision process for modeling selection process. In applying MAT method sensitivity analysis is needed to determine the optimal value of the moving average parameter n, i.e., the optimal number of period m. The error time series allows us to study many of its statistical properties for goodness-of-fit decision. Therefore it is important to evaluate the nature of the forecast error by using the appropriate statistical tests. The forecast error must be a random variable distributed normally with mean close to zero and a constant variance across time.

For computer implementation of the Moving Average with Trend (MAT) method one may use the forecasting (FC) module of [WinQSB](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/partX.htm) which is commercial grade stand-alone software. WinQSB’s approach is to first select the model and then enter the parameters and the data. With the Help features in WinQSB there is no learning-curve one just needs a few minutes to master its useful features.

**Exponential Smoothing Techniques:** One of the most successful forecasting methods is the exponential smoothing (ES) techniques. Moreover, it can be modified efficiently to use effectively for time series with seasonal patterns. It is also easy to adjust for past errors-easy to prepare follow-on forecasts, ideal for situations where many forecasts must be prepared, several different forms are used depending on presence of trend or cyclical variations. In short, an ES is an averaging technique that uses unequal weights; however, the weights applied to past observations decline in an exponential manner.

**Single Exponential Smoothing:** It calculates the smoothed series as a damping coefficient times the actual series plus 1 minus the damping coefficient times the lagged value of the smoothed series. The extrapolated smoothed series is a constant, equal to the last value of the smoothed series during the period when actual data on the underlying series are available. While the simple Moving Average method is a special case of the ES, the ES is more parsimonious in its data usage.

Ft+1 =  Dt + (1 - ) Ft

where:

* Dt is the actual value
* Ft is the forecasted value
*  is the weighting factor, which ranges from 0 to 1
* t is the current time period.

Notice that the smoothed value becomes the forecast for period t + 1.

A small  provides a detectable and visible smoothing. While a large  provides a fast response to the recent changes in the time series but provides a smaller amount of smoothing. Notice that the exponential smoothing and simple moving average techniques will generate forecasts having the same average age of information if moving average of order n is the integer part of (2-)/.

An exponential smoothing over an already smoothed time series is called **double-exponential smoothing**. In some cases, it might be necessary to extend it even to a **triple-exponential smoothing**. While simple exponential smoothing requires stationary condition, the double-exponential smoothing can capture linear trends, and triple-exponential smoothing can handle almost all other business time series.

**Double Exponential Smoothing:** It applies the process described above three to account for linear trend. The extrapolated series has a constant growth rate, equal to the growth of the smoothed series at the end of the data period.

**Triple Double Exponential Smoothing:** It applies the process described above three to account for nonlinear trend.

**Exponenentially Weighted Moving Average:** Suppose each day's forecast value is based on the previous day's value so that the weight of each observation drops exponentially the further back (k) in time it is. The weight of any individual is

(1 - )k,    where a is the smoothing constant.

An exponenentially weighted moving average with a smoothing constant , corresponds roughly to a simple moving average of length n, where  and n are related by

 = 2/(n+1)    OR    n = (2 - )/.

Thus, for example, an exponenentially weighted moving average with a smoothing constant equal to 0.1 would correspond roughly to a 19 day moving average. And a 40-day simple moving average would correspond roughly to an exponentially weighted moving average with a smoothing constant equal to 0.04878.

This approximation is helpful, however, it is harder to update, and may not correspond to an optimal forecast.

Smoothing techniques, such as the Moving Average, Weighted Moving Average, and Exponential Smoothing, are well suited for one-period-ahead forecasting as implemented in the following JavaScript: [Forecasting by Smoothing](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ForecaSmo.htm).

**Holt's Linear Exponential Smoothing Technique:** Suppose that the series { yt } is non-seasonal but does display trend. Now we need to estimate both the current level and the current trend. Here we define the trend Tt at time t as the difference between the current and previous level.

The updating equations express ideas similar to those for exponential smoothing. The equations are:

Lt =  yt + (1 - ) Ft

for the level and

Tt =  ( Lt - Lt-1 ) + (1 - ) Tt-1

for the trend. We have two smoothing parameters  and ; both must be positive and less than one. Then the forecasting for k periods into the future is:

Fn+k = Ln + k. Tn

Given that the level and trend remain unchanged, the initial (starting) values are

T2 = y2 – y1,        L2 = y2,     and      F3 = L2 + T2

**An Application:** A company’s credit outstanding has been increasing at a relatively constant rate over time:

Applying the Holt’s techniques with smoothing with parameters  = 0.7 and  = 0.6, a graphical representation of the time series, its forecasts, together wit a few-step ahead forecasts, are depicted below:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  | | --- | | http://home.ubalt.edu/ntsbarsh/stat-data/Holt.gif | |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | |  |  |  | | --- | --- | --- | | **Year-end Past credit** | | | | **Year** | **credit (in millions)** |  | | 1 | 133 |  | | 2 | 155 |  | | 3 | 165 |  | | 4 | 171 |  | | 5 | 194 |  | | 6 | 231 |  | | 7 | 274 |  | | 8 | 312 |  | | 9 | 313 |  | | 10 | 333 |  | | 11 | 343 |  | |  |  |  | | **K-Period Ahead Forecast** | | | | **K** | **Forecast (in millions)** |  | | 1 | 359.7 |  | | 2 | 372.6 |  | | 3 | 385.4 |  | | 4 | 398.3 |  | |  |  |  | | |

**Demonstration of the calculation procedure**, with  = 0.7 and  = 0.6

L2 = y2 = 155,    T2 = y2 - y1 = 155 –133 = 22

L3 = .7 y3 + (1 - .7) F3,    T3 = .6 ( L3 - L2 ) + (1 - .6) T2

F4 = L3 + T3,     F3 = L2 + T2

L3 = .7 y3 + (1 - .7) F3,     T3 = .6 ( L3 - L2 ) + (1 - .6) T2 ,     F4 = L3 + T3

**The Holt-Winters' Forecasting Technique:** Now in addition to Holt parameters, suppose that the series exhibits multiplicative seasonality and let St be the multiplicative seasonal factor at time t. Suppose also that there are s periods in a year, so s=4 for quarterly data and s=12 for monthly data. St-s is the seasonal factor in the same period last year.

In some time series, seasonal variation is so strong it obscures any trends or cycles, which are very important for the understanding of the process being observed. Winters’ smoothing method can remove seasonality and makes long term fluctuations in the series stand out more clearly. A simple way of detecting trend in seasonal data is to take averages over a certain period. If these averages change with time we can say that there is evidence of a trend in the series. The updating equations are:

Lt =  (Lt-1 + Tt-1) + (1 - ) yt / St-s

for the level,

Tt =  ( Lt - Lt-1 ) + (1 - ) Tt-1

for the trend, and

St =  St-s + (1- ) yt / Lt

for the seasonal factor.

We now have three smoothing parameters  , , and  all must be positive and less than one.

To obtain starting values, one may use the first a few year data. For example for quarterly data, to estimate the level, one may use a centered 4-point moving average:

L10 = (y8 + 2y9 + 2y10 + 2y11 + y12) / 8

as the level estimate in period 10. This will extract the seasonal component from a series with 4 measurements over each year.

T10 = L10 - L9

as the trend estimate for period 10.

S7 = (y7 / L7 + y3 / L3 ) / 2

as the seasonal factor in period 7. Similarly,

S8 = (y8 / L8 + y4 / L4 ) / 2,     S9 = (y9 / L9 + y5 / L5 ) / 2,     S10 = (y10 / L10 + y6 / L6 ) / 2

For Monthly Data, the correspondingly we use a centered 12-point moving average:

L30 = (y24 + 2y25 + 2y26 +.....+ 2y35 + y36) / 24

as the level estimate in period 30.

T30 = L30 - L29

as the trend estimate for period 30.

S19 = (y19 / L19 + y7 / L7 ) / 2

as the estimate of the seasonal factor in period 19, and so on, up to 30:

S30 = (y30 / L30 + y18 / L18 ) / 2

Then the forecasting k periods into the future is:

Fn+k = (Ln + k. Tn ) St+k-s,    for k = 1, 2, ....,s

**Forecasting by the Z-Chart**

Another method of short-term forecasting is the use of a Z-Chart. The name Z-Chart arises from the fact that the pattern on such a graph forms a rough letter Z. For example, in a situation where the sales volume figures for one product or product group for the first nine months of a particular year are available, it is possible, using the Z-Chart, to predict the total sales for the year, i.e. to make a forecast for the next three months. It is assumed that basic trading conditions do not alter, or alter on anticipated course and that any underlying trends at present being experienced will continue. In addition to the monthly sales totals for the nine months of the current year, the monthly sales figures for the previous year are also required and are shown in following table:

|  |  |  |
| --- | --- | --- |
|  | **Year** | |
| **Month** | **2003 $** | **2004 $** |
| January | 940 | 520 |
| February | 580 | 380 |
| March | 690 | 480 |
| April | 680 | 490 |
| May | 710 | 370 |
| June | 660 | 390 |
| July | 630 | 350 |
| August | 470 | 440 |
| September | 480 | 360 |
| October | 590 |  |
| November | 450 |  |
| December | 430 |  |
|  |  |  |
| **Total Sales 2003** | **7310** |  |

The monthly sales for the first nine months of a particular year together with the monthly sales for the previous year.

From the data in the above table, another table can be derived and is shown as follows:

The first column in Table 18 relates to actual sales; the seconds to the cumulative total which is found by adding each month’s sales to the total of preceding sales. Thus, January 520 plus February 380 produces the February cumulative total of 900; the March cumulative total is found by adding the March sales of 480 to the previous cumulative total of 900 and is, therefore, 1,380.

The 12 months moving total is found by adding the sales in the current to the total of the previous 12 months and then subtracting the corresponding month for last year.

|  |  |  |  |
| --- | --- | --- | --- |
| **Month 2004** | **Actual Sales  $** | **Cumulative Total  $** | **12 months moving total $** |
| January | 520 | 520 | 6890 |
| February | 380 | 900 | 6690 |
| March | 480 | 1380 | 6480 |
| April | 490 | 1870 | 6290 |
| May | 370 | 2240 | 5950 |
| June | 390 | 2630 | 5680 |
| July | 350 | 2980 | 5400 |
| August | 440 | 3420 | 5370 |
| September | 360 | 3780 | 5250 |

Showing processed monthly sales data, producing a cumulative total and a 12 months moving total.

For example, the 12 months moving total for 2003 is 7,310 (see the above first table). Add to this the January 2004 item 520 which totals 7,830 subtract the corresponding month last year, i.e. the January 2003 item of 940 and the result is the January 2004, 12 months moving total, 6,890.

The 12 months moving total is particularly useful device in forecasting because it includes all the seasonal fluctuations in the last 12 months period irrespective of the month from which it is calculated. The year could start in June and end the next July and contain all the seasonal patterns.

The two groups of data, cumulative totals and the 12 month moving totals shown in the above table are then plotted (A and B), along a line that continues their present trend to the end of the year where they meet:
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Forecasting by the Z-Chart  
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In the above figure, A and B represent the 12 months moving total,and the cumulative data, respectively, while their projections into future are shown by the doted lines.

Notice that, the 12 months accumulation of sales figures is bound to meet the 12 months moving total as they represent different ways of obtaining the same total. In the above figure these lines meet at $4,800, indicating the total sales for the year and forming a simple and approximate method of short-term forecasting.

The above illustrative monthly numerical example approach might be adapted carefully to your set of time series data with any equally spaced intervals.

As an alternative to graphical method, one may [fit a linear regression](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) based on the data of lines A and/or B available from the above table, and then extrapolate to obtain short-term forecasting with a desirable confidence level.

**Concluding Remarks:** A time series is a sequence of observations which are ordered in time. Inherent in the collection of data taken over time is some form of random variation. There exist methods for reducing of canceling the effect due to random variation. Widely used techniques are "smoothing". These techniques, when properly applied, reveals more clearly the underlying trends. In other words, smoothing techniques are used to reduce irregularities (random fluctuations) in time series data. They provide a clearer view of the true underlying behavior of the series.

Exponential smoothing has proven through the years to be very useful in many forecasting situations. Holt first suggested it for non-seasonal time series with or without trends. Winters generalized the method to include seasonality, hence the name: Holt-Winters Method. Holt-Winters method has 3 updating equations, each with a constant that ranges from (0 to 1). The equations are intended to give more weight to recent observations and less weight to observations further in the past. This form of exponential smoothing can be used for less-than-annual periods (e.g., for monthly series). It uses smoothing parameters to estimate the level, trend, and seasonality. Moreover, there are two different procedures, depending on whether seasonality is modeled in an additive or multiplicative way. We will present its multiplicative version; the additive can be applied on an ant-logarithmic function of the data.

The single exponential smoothing emphasizes the short-range perspective; it sets the level to the last observation and is based on the condition that there is no trend. The linear regression, which fits a least squares line to the historical data (or transformed historical data), represents the long range, which is conditioned on the basic trend. Holt’s linear exponential smoothing captures information about recent trend. The parameters in Holt’s model are the levels-parameter which should be decreased when the amount of data variation is large, and trends-parameter should be increased if the recent trend direction is supported by the causal some factors.

Since finding three optimal, or even near optimal, parameters for updating equations is not an easy task, an alternative approach to Holt-Winters methods is to [deseasonalize](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SeasonalTools.htm) the data and then use exponential smoothing. Moreover, in some time series, seasonal variation is so strong it obscures any trends or cycles, which are very important for the understanding of the process being observed. Smoothing can remove seasonality and makes long term fluctuations in the series stand out more clearly. A simple way of detecting trend in seasonal data is to take averages over a certain period. If these averages change with time we can say that there is evidence of a trend in the series.

**How to compare several smoothing methods:** Although there are numerical indicators for assessing the accuracy of the forecasting technique, the most widely approach is in using visual comparison of several forecasts to assess their accuracy and choose among the various forecasting methods. In this approach, one must plot (using, e.g., Excel) on the same graph the original values of a time series variable and the predicted values from several different forecasting methods, thus facilitating a visual comparison.

You may like using [Forecasting by Smoothing Techniques](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ForecaSmo.htm) JavaScript.

**Further Reading:**  
Yar, M and C. Chatfield (1990), Prediction intervals for the Holt-Winters forecasting procedure, *International Journal of Forecasting* 6, 127-137.

**Filtering Techniques:** Often on must filters an entire, e.g., financial time series with certain filter specifications to extract useful information by a transfer function expression. The aim of a filter function is to filter a time series in order to extract useful information hidden in the data, such as cyclic component. The filter is a direct implementation of and input-output function.

Data filtering is widely used as an effective and efficient time series modeling tool by applying an appropriate transformation technique. Most time series analysis techniques involve some form of filtering out noise in order to make the pattern more salient.

**Differencing:** A special type of filtering which is particularly useful for removing a trend, is simply to difference a given time series until it becomes stationary. This method is useful in Box-Jenkins modeling. For non-seasonal data, first order differencing is usually sufficient to attain apparent stationarity, so that the new series is formed from the original series.

**Adaptive Filtering** Any smoothing techniques such as moving average which includes a method of learning from past errors can respond to changes in the relative importance of trend, seasonal, and random factors. In the adaptive exponential smoothing method, one may adjust  to allow for shifting patterns.

**Hodrick-Prescott Filter:** The Hodrick-Prescott filter or H-P filter is an algorithm for choosing smoothed values for a time series. The H-P filter chooses smooth values {st} for the series {xt} of T elements (t = 1 to T) that solve the following minimization problem:

min { {(xt-st)2 ... etc. }

the positive parameter  is the penalty on variation, where variation is measured by the average squared second difference. A larger value of  makes the resulting {st} series smoother; less high-frequency noise. The commonly applied value of l is 1600.

For the study of business cycles one uses not the smoothed series, but the jagged series of residuals from it. H-P filtered data shows less fluctuation than first-differenced data, since the H-P filter pays less attention to high frequency movements. H-P filtered data also shows more serial correlation than first-differenced data.

This is a smoothing mechanism used to obtain a long term trend component in a time series. It is a way to decompose a given series into stationary and non-stationary components in such a way that their sum of squares of the series from the non-stationary component is minimum with a penalty on changes to the derivatives of the non-stationary component.

**Kalman Filter:** The Kalman filter is an algorithm for sequentially updating a linear projection for a dynamic system that is in state-space representation. Application of the Kalman filter transforms a system of the following two-equation kind into a more solvable form:

x t+1=Axt+Cw t+1, and yt=Gxt+vt in which: A, C, and G are matrices known as functions of a parameter q about which inference is desired where: t is a whole number, usually indexing time; xt is a true state variable, hidden from the econometrician; yt is a measurement of x with scaling factor G, and measurement errors vt, wt are innovations to the hidden xt process, E(wt+1wt')=1 by normalization (where, ' means the transpose), E(vtvt)=R, an unknown matrix, estimation of which is necessary but ancillary to the problem of interest, which is to get an estimate of q. The Kalman filter defines two matrices St and Kt such that the system described above can be transformed into the one below, in which estimation and inference about q and R is more straightforward; e.g., by regression analysis:

zt+1=Azt+Kat, and yt=Gzt+at where zt is defined to be Et-1xt, at is defined to be yt-E(yt-1yt, K is defined to be limit Kt as t approaches infinity.

The definition of those two matrices St and Kt is itself most of the definition of the Kalman filters: Kt=AStG'(GStG'+R)-1, and St-1=(A-KtG)St (A-KtG)'+CC'+Kt RKt' , Kt is often called the Kalman gain.

**Further Readings:**  
Hamilton J, *Time Series Analysis*, Princeton University Press, 1994.  
Harvey A., *Forecasting, Structural Time Series Models and the Kalman Filter*, Cambridge University Press, 1991.  
Mills T., *The Econometric Modelling of Financial Time Series*, Cambridge University Press, 1995.

**Neural Network:** For time series forecasting, the prediction model of order p, has the general form:

Dt = f (Dt-1, Dt-1,..., Dt-p) + et

Neural network architectures can be trained to predict the future values of the dependent variables. What is required are design of the network paradigm and its parameters. The *multi-layer feed-forward neural network* approach consists of an input layer, one or several hidden layers and an output layer. Another approach is known as the partially *recurrent neural network* that can learn sequences as time evolves and responds to the same input pattern differently at different times, depending on the previous input patterns as well. None of these approaches is superior to the other in all cases; however, an additional dampened feedback, that possesses the characteristics of a dynamic memory, will improve the performance of both approaches.

**Outlier Considerations:** Outliers are a few observations that are not well fitted by the "best" available model. In practice, any observation with standardized residual greater than 2.5 in absolute value is a candidate for being an outlier. In such case, one must first investigate the source of data. If there is no doubt about the accuracy or veracity of the observation, then it should be removed, and the model should be refitted.

Whenever data levels are thought to be too high or too low for "business as usual", we call such points the outliers. A mathematical reason to adjust for such occurrences is that the majority of forecast techniques are based on averaging. It is well known that arithmetic averages are very sensitive to outlier values; therefore, some alteration should be made in the data before continuing. One approach is to replace the outlier by the average of the two sales levels for the periods, which immediately come before and after the period in question and put this number in place of the outlier. This idea is useful if outliers occur in the middle or recent part of the data. However, if outliers appear in the oldest part of the data, we may follow a second alternative, which is to simply throw away the data up to and including the outlier.

In light of the relative complexity of some inclusive but sophisticated forecasting techniques, we recommend that management go through an evolutionary progression in adopting new forecast techniques. That is to say, a simple forecast method well understood is better implemented than one with all inclusive features but unclear in certain facets.

**Modeling and Simulation:** Dynamic [modeling and simulation](http://home.ubalt.edu/ntsbarsh/simulation/sim.htm) is the collective ability to understand the system and implications of its changes over time including forecasting. System Simulation is the mimicking of the operation of a real system, such as the day-to-day operation of a bank, or the value of a stock portfolio over a time period. *By advancing the simulation run into the future*, managers can quickly find out how the system might behave in the future, therefore making decisions as they deem appropriate.

In the field of simulation, the concept of "principle of computational equivalence" has beneficial implications for the decision-maker. Simulated experimentation accelerates and replaces effectively the "wait and see" anxieties in discovering new insight and explanations of future behavior of the real system.

**Probabilistic Models:** Uses probabilistic techniques, such as Marketing Research Methods, to deal with uncertainty, gives a range of possible outcomes for each set of events. For example, one may wish to identify the prospective buyers of a new product within a community of size N. From a survey result, one may estimate the probability of selling p, and then estimate the size of sales as Np with some confidence level.

**An Application:** Suppose we wish to forecast the sales of new toothpaste in a community of 50,000 housewives. A free sample is given to 3,000 selected randomly, and then 1,800 indicated that they would buy the product.

Using the binomial distribution with parameters (3000, 1800/3000), the standard error is 27, and the expected sale is 50000(1800/3000) = 30000. The 99.7% confidence interval is within 3 times standard error 3(27) = 81 times the total population ratio 50000/3000; i.e., 1350. In other words, the range (28650, 31350) contains the expected sales.

**Event History Analysis:** Sometimes data on the exact time of a particular event (or events) are available, for example on a group of patients. Examples of events could include asthma attack; epilepsy attack; myocardial infections; hospital admissions. Often, occurrence (and non-occurrence) of an event is available on a regular basis, e.g., daily and the data can then be thought of as having a repeated measurements structure. An objective may be to determine whether any concurrent events or measurements have influenced the occurrence of the event of interest. For example, daily pollen counts may influence the risk of asthma attacks; high blood pressure might precede a myocardial infarction. One may use PROC GENMOD available in SAS for the event history analysis.

**Predicting Market Response:** As applied researchers in business and economics, faced with the task of predicting market response, we seldom know the functional form of the response. Perhaps market response is a nonlinear monotonic, or even a non-monotonic function of explanatory variables. Perhaps it is determined by interactions of explanatory variable. Interaction is logically independent of its components.

When we try to represent complex market relationships within the context of a linear model, using appropriate transformations of explanatory and response variables, we learn how hard the work of statistics can be. Finding reasonable models is a challenge, and justifying our choice of models to our peers can be even more of a challenge. Alternative specifications abound.

Modern regression methods, such as generalized additive models, multivariate adaptive regression splines, and regression trees, have one clear advantage: They can be used without specifying a functional form in advance. These data-adaptive, computer- intensive methods offer a more flexible approach to modeling than traditional statistical methods. How well do modern regression methods perform in predicting market response? Some perform quite well based on the results of simulation studies.

**Delphi Analysis:** Delphi Analysis is used in the decision making process, in particular in forecasting. Several "experts" sit together and try to compromise on something upon which they cannot agree.

**System Dynamics Modeling:** System dynamics (SD) is a tool for scenario analysis. Its main modeling tools are mainly the dynamic systems of differential equations and simulation. The SD approach to modeling is an important one for the following, not the least of which is that e.g., econometrics is the established methodology of system dynamics. However, from a philosophy of social science perspective, SD is deductive and econometrics is inductive. SD is less tightly bound to actuarial data and thus is free to expand out and examine more complex, theoretically informed, and postulated relationships. Econometrics is more tightly bound to the data and the models it explores, by comparison, are simpler. This is not to say the one is better than the other: properly understood and combined, they are complementary. Econometrics examines historical relationships through correlation and least squares regression model to compute the fit. In contrast, consider a simple growth scenario analysis; the initial growth portion of say, population is driven by the amount of food available. So there is a correlation between population level and food. However, the usual econometrics techniques are limited in their scope. For example, changes in the direction of the growth curve for a time population is hard for an econometrics model to capture.

**Further Readings:**  
Delbecq, A., *Group Techniques for Program Planning*, Scott Foresman, 1975.  
Gardner H.S., *Comparative Economic Systems*, Thomson Publishing, 1997.  
Hirsch M., S. Smale, and R. Devaney, *Differential Equations, Dynamical Systems, and an Introduction to Chaos*, Academic Press, 2004.  
Lofdahl C., *Environmental Impacts of Globalization and Trade: A Systems Study*, MIT Press, 2002.

**Combination of Forecasts:** Combining forecasts merges several separate sets of forecasts to form a better composite forecast. The main question is "how to find the optimal combining weights?" The widely used approach is to change the weights from time to time for a better forecast rather than using a fixed set of weights on a regular basis or otherwise.

All forecasting models have either an implicit or explicit error structure, where error is defined as the difference between the model prediction and the "true" value. Additionally, many data snooping methodologies within the field of statistics need to be applied to data supplied to a forecasting model. Also, diagnostic checking, as defined within the field of statistics, is required for any model which uses data.

Using any method for forecasting one must use a performance measure to assess the quality of the method. Mean Absolute Deviation (MAD), and Variance are the most useful measures. However, MAD does not lend itself to making further inferences, but the standard error does. For error analysis purposes, variance is preferred since variances of independent (uncorrelated) errors are additive; however, MAD is not additive.

Regression and Moving Average: When a time series is not a straight line one may use the moving average (MA) and break-up the time series into several intervals with common straight line with positive trends to achieve linearity for the whole time series. The process involves transformation based on slope and then a moving average within that interval. For most business time series, one the following transformations might be effective:

* slope/MA,
* log (slope),
* log(slope/MA),
* log(slope) - 2 log(MA).

**Further Readings:**  
Armstrong J., (Ed.), *Principles of Forecasting: A Handbook for Researchers and Practitioners*, Kluwer Academic Publishers, 2001.  
Arsham H., Seasonal and cyclic forecasting in small firm, *American Journal of Small Business*, 9, 46-57, 1985.  
Brown H., and R. Prescott, *Applied Mixed Models in Medicine*, Wiley, 1999.  
Cromwell J., W. Labys, and M. Terraza, *Univariate Tests for Time Series Models*, Sage Pub., 1994.  
Ho S., M. Xie, and T. Goh, A comparative study of neural network and Box-Jenkins ARIMA modeling in time series prediction, *Computers & Industrial Engineering*, 42, 371-375, 2002.  
Kaiser R., and A. Maravall, *Measuring Business Cycles in Economic Time Series*, Springer, 2001. Has a good coverage on Hodrick-Prescott Filter among other related topics.  
Kedem B., K. Fokianos, *Regression Models for Time Series Analysis*, Wiley, 2002.   
Kohzadi N., M. Boyd, B. Kermanshahi, and I. Kaastra , A comparison of artificial neural network and time series models for forecasting commodity prices, *Neurocomputing*, 10, 169-181, 1996.  
Krishnamoorthy K., and B. Moore, Combining information for prediction in linear regression, *Metrika*, 56, 73-81, 2002.  
Schittkowski K., *Numerical Data Fitting in Dynamical Systems: A Practical Introduction with Applications and Software*, Kluwer Academic Publishers, 2002. Gives an overview of numerical methods that are needed to compute parameters of a dynamical model by a least squares fit.

**How to Do Forecasting by Regression Analysis**

**Introduction**

Regression is the study of relationships among variables, a principal purpose of which is to predict, or estimate the value of one variable from known or assumed values of other variables related to it.

**Variables of Interest:** To make predictions or estimates, we must identify the effective predictors of the variable of interest: which variables are important indicators? and can be measured at the least cost? which carry only a little information? and which are redundant?

**Predicting the Future** Predicting a change over time or extrapolating from present conditions to future conditions is not the function of regression analysis. To make estimates of the future, use time series analysis.

**Experiment:** Begin with a hypothesis about how several variables might be related to another variable and the form of the relationship.

**Simple Linear Regression:** A regression using only one predictor is called a simple regression.

**Multiple Regressions:** Where there are two or more predictors, multiple regressions analysis is employed.

**Data:** Since it is usually unrealistic to obtain information on an entire population, a sample which is a subset of the population is usually selected. For example, a sample may be either randomly selected or a researcher may choose the x-values based on the capability of the equipment utilized in the experiment or the experiment design. Where the x-values are pre-selected, usually only limited inferences can be drawn depending upon the particular values chosen. When both x and y are randomly drawn, inferences can generally be drawn over the range of values in the sample.

**Scatter Diagram:** A graphical representation of the pairs of data called a scatter diagram can be drawn to gain an overall view of the problem. Is there an apparent relationship? Direct? Inverse? If the points lie within a band described by parallel lines, we can say there is a linear relationship between the pair of x and y values. If the rate of change is generally not constant, then the relationship is curvilinear.

**The Model:** If we have determined there is a linear relationship between t and y we want a linear equation stating y as a function of x in the form Y = a + bx + e where a is the intercept, b is the slope and e is the error term accounting for variables that affect y but are not included as predictors, and/or otherwise unpredictable and uncontrollable factors.

**Least-Squares Method:** To predict the mean y-value for a given x-value, we need a line which passes through the mean value of both x and y and which minimizes the sum of the distance between each of the points and the predictive line. Such an approach should result in a line which we can call a "best fit" to the sample data. The least-squares method achieves this result by calculating the minimum average squared deviations between the sample y points and the estimated line. A procedure is used for finding the values of a and b which reduces to the solution of simultaneous linear equations. Shortcut formulas have been developed as an alternative to the solution of simultaneous equations.

**Solution Methods:** Techniques of Matrix Algebra can be manually employed to solve simultaneous linear equations. When performing manual computations, this technique is especially useful when there are more than two equations and two unknowns.

Several well-known computer packages are widely available and can be utilized to relieve the user of the computational problem, all of which can be used to solve both linear and polynomial equations: the BMD packages (Biomedical Computer Programs) from UCLA; SPSS (Statistical Package for the Social Sciences) developed by the University of Chicago; and SAS (Statistical Analysis System). Another package that is also available is IMSL, the International Mathematical and Statistical Libraries, which contains a great variety of standard mathematical and statistical calculations. All of these software packages use matrix algebra to solve simultaneous equations.

**Use and Interpretation of the Regression Equation:** The equation developed can be used to predict an average value over the range of the sample data. The forecast is good for short to medium ranges.

**Measuring Error in Estimation:** The scatter or variability about the mean value can be measured by calculating the variance, the average squared deviation of the values around the mean. The standard error of estimate is derived from this value by taking the square root. This value is interpreted as the average amount that actual values differ from the estimated mean.

**Confidence Interval:** Interval estimates can be calculated to obtain a measure of the confidence we have in our estimates that a relationship exists. These calculations are made using t-distribution tables. From these calculations we can derive confidence bands, a pair of non-parallel lines narrowest at the mean values which express our confidence in varying degrees of the band of values surrounding the regression equation.

**Assessment:** How confident can we be that a relationship actually exists? The strength of that relationship can be assessed by statistical tests of that hypothesis, such as the null hypothesis, which are established using t-distribution, R-squared, and F-distribution tables. These calculations give rise to the standard error of the regression coefficient, an estimate of the amount that the regression coefficient b will vary from sample to sample of the same size from the same population. An Analysis of Variance (ANOVA) table can be generated which summarizes the different components of variation.

When you want to compare models of different size (different numbers of independent variables and/or different sample sizes) you must use the Adjusted R-Squared, because the usual R-Squared tends to grow with the number of independent variables.

The Standard Error of Estimate, i.e. square root of error mean square, is a good indicator of the "quality" of a prediction model since it "adjusts" the Mean Error Sum of Squares (MESS) for the number of predictors in the model as follow:

MESS = Error Sum of Squares/(N - Number of Linearly Independent Predictors)

If one keeps adding useless predictors to a model, the MESS will become less and less stable. R-squared is also influenced by the range of your dependent value; so, if two models have the same residual mean square but one model has a much narrower range of values for the dependent variable that model will have a higher R-squared. This explains the fact that both models will do as well for prediction purposes.

You may like using the [Regression Analysis with Diagnostic Tools](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) JavaScript to check your computations, and to perform some numerical experimentation for a deeper understanding of these concepts.

**Predictions by Regression**

The regression analysis has three goals: predicting, modeling, and characterization. What would be the logical order in which to tackle these three goals such that one task leads to and /or and justifies the other tasks? Clearly, it depends on what the prime objective is. Sometimes you wish to model in order to get better prediction. Then the order is obvious. Sometimes, you just want to understand and explain what is going on. Then modeling is again the key, though out-of-sample predicting may be used to test any model. Often modeling and predicting proceed in an iterative way and there is no 'logical order' in the broadest sense. You may model to get predictions, which enable better control, but iteration is again likely to be present and there are sometimes special approaches to control problems.

The following contains the main essential steps during modeling and analysis of regression model building, presented in the context of an applied numerical example.

**Formulas and Notations:**

* ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)= x /n  
  This is just the mean of the x values.
* ![http://home.ubalt.edu/ntsbarsh/stat-data/ybar.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAITjI8HGWvO2IKNKoDzw5XOaD1JAQA7AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)= y /n   
  This is just the mean of the y values.
* Sxx = SSxx = (x(i) - ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=))2 = x2 - (x)2 / n
* Syy = SSyy = (y(i) - ![http://home.ubalt.edu/ntsbarsh/stat-data/ybar.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAITjI8HGWvO2IKNKoDzw5XOaD1JAQA7AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=))2 = y2 - (y) 2 / n
* Sxy = SSxy = (x(i) - ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=))(y(i) - ![http://home.ubalt.edu/ntsbarsh/stat-data/ybar.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAITjI8HGWvO2IKNKoDzw5XOaD1JAQA7AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)) = x y – (x)  (y) / n
* Slope m = SSxy / SSxx
* Intercept, b = ![http://home.ubalt.edu/ntsbarsh/stat-data/ybar.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAITjI8HGWvO2IKNKoDzw5XOaD1JAQA7AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)- m . ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)
* y-predicted = yhat(i) = mx(i) + b.
* Residual(i) = Error(i) = y – yhat(i).
* SSE = Sres = SSres = SSerrors = [y(i) – yhat(i)]2.
* Standard deviation of residuals = s = Sres = Serrors = [SSres / (n-2)]1/2.
* Standard error of the slope (m) = Sres / SSxx1/2.
* Standard error of the intercept (b) = Sres[(SSxx + n. ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)2) /(n  SSxx] 1/2.

**An Application:** A taxicab company manager believes that the monthly repair costs (Y) of cabs are related to age (X) of the cabs. Five cabs are selected randomly and from their records we obtained the following data: (x, y) = {(2, 2), (3, 5), (4, 7), (5, 10), (6, 11)}. Based on our practical knowledge and the scattered diagram of the data, we hypothesize a linear relationship between predictor X, and the cost Y.

Now the question is how we can best (i.e., least square) use the sample information to estimate the unknown slope (m) and the intercept (b)? The first step in finding the least square line is to construct a sum of squares table to find the sums of x values (x), y values (y), the squares of the x values (x2), the squares of the x values (y2), and the cross-product of the corresponding x and y values (xy), as shown in the following table:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **x** | **y** | **x**2 | **xy** | **y**2 |
| 2 | 2 | 4 | 4 | 4 |
| 3 | 5 | 9 | 15 | 25 |
| 4 | 7 | 16 | 28 | 49 |
| 5 | 10 | 25 | 50 | 100 |
| 6 | 11 | 36 | 66 | 121 |
| **SUM** | **20** | **35** | **90** | **163** | **299** |

The second step is to substitute the values of x, y, x2, xy, and y2 into the following formulas:

SSxy = xy – (x)(y)/n = 163 - (20)(35)/5 = 163 - 140 = 23

SSxx = x2 – (x)2/n = 90 - (20)2/5 = 90- 80 = 10

SSyy = y2 – (y)2/n = 299 - 245 = 54

Use the first two values to compute the estimated slope:

Slope = m = SSxy / SSxx = 23 / 10 = 2.3

To estimate the intercept of the least square line, use the fact that the graph of the least square line always pass through (![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=), ![http://home.ubalt.edu/ntsbarsh/stat-data/ybar.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAITjI8HGWvO2IKNKoDzw5XOaD1JAQA7AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)) point, therefore,

The intercept = b = ![http://home.ubalt.edu/ntsbarsh/stat-data/ybar.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAITjI8HGWvO2IKNKoDzw5XOaD1JAQA7AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)– (m)(![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)) = (y)/ 5 – (2.3) (x/5) = 35/5 – (2.3)(20/5) = -2.2

Therefore the least square line is:

y-predicted = yhat = mx + b = -2.2 + 2.3x.

After estimating the slope and the intercept the question is how we determine statistically if the model is good enough, say for prediction. The standard error of slope is:

Standard error of the slope (m)= Sm = Sres / Sxx1/2,

and its relative precision is measured by statistic

tslope = m / Sm.

For our numerical example, it is:

tslope = 2.3 / [(0.6055)/ (101/2)] = 12.01

which is large enough, indication that the fitted model is a "good" one.

You may ask, in what sense is the least squares line the "best-fitting" straight line to 5 data points. The least squares criterion chooses the line that minimizes the sum of square vertical deviations, i.e., residual = error = y - yhat:

SSE =  (y – yhat)2 = (error)2 = 1.1

The numerical value of SSE is obtained from the following computational table for our numerical example.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **x Predictor** | **-2.2+2.3x y-predicted** | **y observed** | **error y** | **squared errors** |
| 2 | 2.4 | 2 | -0.4 | 0.16 |
| 3 | 4.7 | 5 | 0.3 | 0.09 |
| 4 | 7 | 7 | 0 | 0 |
| 5 | 9.3 | 10 | 0.7 | 0.49 |
| 6 | 11.6 | 11 | -0.6 | 0.36 |
|  | | | | **Sum=0** | **Sum=1.1** |

Alternately, one may compute SSE by:

SSE = SSyy – m SSxy = 54 – (2.3)(23) = 54 - 52.9 = 1.1,

as expected

Notice that this value of SSE agrees with the value directly computed from the above table. The numerical value of SSE gives the estimate of variation of the errors s2:

s2 = SSE / (n -2) = 1.1 / (5 - 2) = 0.36667

The estimate the value of the error variance is a measure of variability of the y values about the estimated line. Clearly, we could also compute the estimated standard deviation s of the residuals by taking the square roots of the variance s2.

As the last step in the model building, the following Analysis of Variance (ANOVA) table is then constructed to assess the overall goodness-of-fit using the F-statistics:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Analysis of Variance Components** | | | | | |
| **Source** | **DF** | **Sum of Squares** | **Mean Square** | **F Value** | **Prob > F** |
| Model | 1 | 52.90000 | 52.90000 | 144.273 | 0.0012 |
| Error | 3 | SSE = 1.1 | 0.36667 |  |  |
| Total | 4 | SSyy = 54 |  |  |  |

For practical proposes, the fit is considered acceptable if the F-statistic is more than five-times the F-value from the F distribution tables at the back of your textbook. Note that, the criterion that the F-statistic must be more than five-times the F-value from the F distribution tables is independent of the sample size.

Notice also that there is a relationship between the two statistics that assess the quality of the fitted line, namely the T-statistics of the slope and the F-statistics in the ANOVA table. The relationship is:

t2slope = F

This relationship can be verified for our computational example.

**Predictions by Regression:** After we have statistically checked the goodness of-fit of the model and [the residuals conditions](http://home.ubalt.edu/ntsbarsh/Business-stat/opre504.htm#rregconditions) are satisfied, we are ready to use the model for prediction with confidence. Confidence interval provides a useful way of assessing the quality of prediction. In prediction by regression often one or more of the following constructions are of interest:

1. A confidence interval for a single future value of Y corresponding to a chosen value of X.
2. A confidence interval for a single pint on the line.
3. A confidence region for the line as a whole.

**Confidence Interval Estimate for a Future Value:** A confidence interval of interest can be used to evaluate the accuracy of a single (future) value of y corresponding to a chosen value of X (say, X0). This JavaScript provides confidence interval for an estimated value Y corresponding to X0 with a desirable confidence level 1 - .

Yp  Se . tn-2, /2 {1/n + (X0 – ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=))2/ Sx}1/2

**Confidence Interval Estimate for a Single Point on the Line:** If a particular value of the predictor variable (say, X0) is of special importance, a confidence interval on the value of the criterion variable (i.e. average Y at X0) corresponding to X0 may be of interest. This JavaScript provides confidence interval on the estimated value of Y corresponding to X0 with a desirable confidence level 1 - .

Yp  Se . tn-2, /2 { 1 + 1/n + (X0 – ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=))2/ Sx}1/2

It is of interest to compare the above two different kinds of confidence interval. The first kind has larger confidence interval that reflects the less accuracy resulting from the estimation of a single future value of y rather than the mean value computed for the second kind confidence interval. The second kind of confidence interval can also be used to identify any outliers in the data.

**Confidence Region the Regression Line as the Whole:** When the entire line is of interest, a confidence region permits one to simultaneously make confidence statements about estimates of Y for a number of values of the predictor variable X. In order that region adequately covers the range of interest of the predictor variable X; usually, data size must be more than 10 pairs of observations.

Yp  Se { (2 F2, n-2, ) . [1/n + (X0 – ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=))2/ Sx]}1/2

In all cases the [JavaScript](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) provides the results for the nominal (x) values. For other values of X one may use computational methods directly, graphical method, or using linear interpolations to obtain approximated results. These approximation are in the safe directions i.e., they are slightly wider that the exact values.

**Planning, Development, and Maintenance of a Linear Model**

A. Planning:

1. Define the problem; select response; suggest variables.
2. Are the proposed variables fundamental to the problem, and are they variables? Are they measurable/countable? Can one get a complete set of observations at the same time? Ordinary regression analysis does not assume that the independent variables are measured without error. However, they are conditioned on whatever errors happened to be present in the independent data set.
3. Is the problem potentially solvable?
4. Find correlation matrix and first regression runs (for a subset of data).   
   Find the basic statistics, correlation matrix.   
   How difficult is the problem? Compute the Variance Inflation Factor:

VIF = 1/(1 -rij),     for all i, j.

For moderate VIF's, say between 2 and 8, you might be able to come-up with a ‘good' model.

Inspect rij's; one or two must be large. If all are small, perhaps the ranges of the X variables are too small.

1. Establish goal; prepare budget and time table.

a. The final equation should have **Adjusted** R2 = 0.8 (say).   
b. Coefficient of Variation of say; less than 0.10   
c. Number of predictors should not exceed p (say, 3), (for example for p = 3, we need at least 30 points). Even if all the usual assumptions for a regression model are satisfied, over-fitting can ruin a model's usefulness. The widely used approach is the data reduction method to deal with the cases where the number of potential predictors is large in comparison with the number of observations.   
d. All estimated coefficients must be significant at = 0.05 (say).   
e. No pattern in the residuals

1. Are goals and budget acceptable?

B. Development of the Model:

1. Collect date; check the quality of date; plot; try models; check the regression conditions.
2. Consult experts for criticism.   
   Plot new variable and examine same fitted model. Also transformed Predictor Variable may be used.
3. Are goals met?   
   Have you found "the best" model?

C. Validation and Maintenance of the Model:

1. Are parameters stable over the sample space?
2. Is there a lack of fit?   
   Are the coefficients reasonable? Are any obvious variables missing? Is the equation usable for control or for prediction?
3. Maintenance of the Model.   
   Need to have control chart to check the model periodically by statistical techniques.
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Regression Analysis Process  
**Click on the image to enlarge it and THEN print it**

You might like to use [Regression Analysis with Diagnostic Tools](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) in performing regression analysis.

**Transfer Functions Methodology**

It is possible to extend regression models to represent dynamic relationships between variables via appropriate transfer functions used in the construction of feedforward and feedback control schemes. The Transfer Function Analyzer module in SCA forecasting & modeling package is a frequency spectrum analysis package designed with the engineer in mind. It applies the concept of the Fourier integral transform to an input data set to provide a frequency domain representation of the function approximated by that input data. It also presents the results in conventional engineering terms.

**Testing for and Estimation of Multiple Structural Changes**

The tests for structural breaks that I have seen are designed to detect only one break in a time series. This is true whether the break point is known or estimated using iterative methods. For example, for testing any change in level of the dependent series or model specification, one may use an iterative test for detecting points in time by incorporating level shift   
(0,0,0,0,...,1,1,1,1,1) variables to account for a change in intercept. Other causes are the change in variance and changes in parameters.

**Further Reading:**  
Bai J., and P. Perron, Testing for and estimation of multiple structural changes, *Econometrica*, 66, 47-79, 1998.  
Clements M., and D. Hendry, *Forecasting Non-Stationary Economic Time Series*, MIT Press, 1999.  
Maddala G., and I-M. Kim, *Unit Roots, Cointegration, and Structural Change*, Cambridge Univ. Press, 1999. Chapter 13.  
Tong H., *Non-Linear Time Series: A Dynamical System Approach*, Oxford University Press, 1995.

**Box-Jenkins Methodology**

**Introduction**

**Forecasting Basics:** The basic idea behind self-projecting time series forecasting models is to find a mathematical formula that will approximately generate the historical patterns in a time series.

**Time Series:** A time series is a set of numbers that measures the status of some activity over time. It is the historical record of some activity, with measurements taken at equally spaced intervals (exception: monthly) with a consistency in the activity and the method of measurement.

**Approaches to time Series Forecasting:** There are two basic approaches to forecasting time series: the self-projecting time series and the cause-and-effect approach. Cause-and-effect methods attempt to forecast based on underlying series that are believed to cause the behavior of the original series. The self-projecting time series uses only the time series data of the activity to be forecast to generate forecasts. This latter approach is typically less expensive to apply and requires far less data and is useful for short, to medium-term forecasting.

**Box-Jenkins Forecasting Method:** The univariate version of this methodology is a self- projecting time series forecasting method. The underlying goal is to find an appropriate formula so that the residuals are as small as possible and exhibit no pattern. The model- building process involves a few steps, repeated as necessary, to end up with a specific formula that replicates the patterns in the series as closely as possible and also produces accurate forecasts.

**Box-Jenkins Methodology**

Box-Jenkins forecasting models are based on statistical concepts and principles and are able to model a wide spectrum of time series behavior. It has a large class of models to choose from and a systematic approach for identifying the correct model form. There are both statistical tests for verifying model validity and statistical measures of forecast uncertainty. In contrast, traditional forecasting models offer a limited number of models relative to the complex behavior of many time series, with little in the way of guidelines and statistical tests for verifying the validity of the selected model.

**Data:** The misuse, misunderstanding, and inaccuracy of forecasts are often the result of not appreciating the nature of the data in hand. The consistency of the data must be insured, and it must be clear what the data represents and how it was gathered or calculated. As a rule of thumb, Box-Jenkins requires at least 40 or 50 equally-spaced periods of data. The data must also be edited to deal with extreme or missing values or other distortions through the use of functions such as log or inverse to achieve stabilization.

**Preliminary Model Identification Procedure:** A preliminary Box-Jenkins analysis with a plot of the initial data should be run as the starting point in determining an appropriate model. The input data must be adjusted to form a stationary series, one whose values vary more or less uniformly about a fixed level over time. Apparent trends can be adjusted by having the model apply a technique of "regular differencing," a process of computing the difference between every two successive values, computing a differenced series which has overall trend behavior removed. If a single differencing does not achieve stationarity, it may be repeated, although rarely, if ever, are more than two regular differencing required. Where irregularities in the differenced series continue to be displayed, log or inverse functions can be specified to stabilize the series, such that the remaining residual plot displays values approaching zero and without any pattern. This is the error term, equivalent to pure, white noise.

**Pure Random Series:** On the other hand, if the initial data series displays neither trend nor seasonality, and the residual plot shows essentially zero values within a 95% confidence level and these residual values display no pattern, then there is no real-world statistical problem to solve and we go on to other things.

**Model Identification Background**

**Basic Model:** With a stationary series in place, a basic model can now be identified. Three basic models exist, AR (autoregressive), MA (moving average) and a combined ARMA in addition to the previously specified RD (regular differencing): These comprise the available tools. When regular differencing is applied, together with AR and MA, they are referred to as ARIMA, with the I indicating "integrated" and referencing the differencing procedure.

**Seasonality:** In addition to trend, which has now been provided for, stationary series quite commonly display seasonal behavior where a certain basic pattern tends to be repeated at regular seasonal intervals. The seasonal pattern may additionally frequently display constant change over time as well. Just as regular differencing was applied to the overall trending series, seasonal differencing (SD) is applied to seasonal non-stationarity as well. And as autoregressive and moving average tools are available with the overall series, so too, are they available for seasonal phenomena using seasonal autoregressive parameters (SAR) and seasonal moving average parameters (SMA).

**Establishing Seasonality:** The need for seasonal autoregression (SAR) and seasonal moving average (SMA) parameters is established by examining the autocorrelation and partial autocorrelation patterns of a stationary series at lags that are multiples of the number of periods per season. These parameters are required if the values at lags s, 2s, etc. are nonzero and display patterns associated with the theoretical patterns for such models. Seasonal differencing is indicated if the autocorrelations at the seasonal lags do not decrease rapidly.
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Referring to the above chart know that, the variance of the errors of the underlying model must be invariant, i.e., constant. This means that the variance for each subgroup of data is the same and does not depend on the level or the point in time. If this is violated then one can remedy this by stabilizing the variance. Make sure that there are no deterministic patterns in the data. Also, one must not have any pulses or one-time unusual values. Additionally, there should be no level or step shifts. Also, no seasonal pulses should be present.

The reason for all of this is that if they do exist, then the sample autocorrelation and partial autocorrelation will seem to imply ARIMA structure. Also, the presence of these kinds of model components can obfuscate or hide structure. For example, a single outlier or pulse can create an effect where the structure is masked by the outlier.

**Improved Quantitative Identification Method**

**Relieved Analysis Requirements:** A substantially improved procedure is now available for conducting Box-Jenkins ARIMA analysis which relieves the requirement for a seasoned perspective in evaluating the sometimes ambiguous autocorrelation and partial autocorrelation residual patterns to determine an appropriate Box-Jenkins model for use in developing a forecast model.

**ARMA (1, 0):** The first model to be tested on the stationary series consists solely of an autoregressive term with lag 1. The autocorrelation and partial autocorrelation patterns are examined for significant autocorrelation often early terms and to see whether the residual coefficients are uncorrelated; that is the value of coefficients are zero within 95% confidence limits and without apparent pattern. When fitted values are as close as possible to the original series values, then the sum of the squared residuals will be minimized, a technique called least squares estimation. The residual mean and the mean percent error should not be significantly nonzero. Alternative models are examined comparing the progress of these factors, favoring models which use as few parameters as possible. Correlation between parameters should not be significantly large and confidence limits should not include zero. When a satisfactory model has been established, a forecast procedure is applied.

**ARMA (2, 1):** Absent a satisfactory ARMA (1, 0) condition with residual coefficients approximating zero, the improved model identification procedure now proceeds to examine the residual pattern when autoregressive terms with order 1 and 2 are applied together with a moving average term with an order of 1.

**Subsequent Procedure:** To the extent that the residual conditions described above remain unsatisfied, the Box-Jenkins analysis is continued with ARMA (n, n-1) until a satisfactory model reached. In the course of this iteration, when an autoregressive coefficient (phi) approaches zero, the model is reexamined with parameters ARMA (n-1, n-1). In like manner, whenever a moving average coefficient (theta) approaches zero, the model is similarly reduced to ARMA (n, n-2). At some point, either the autoregressive term or moving average term may fall away completely, and the examination of the stationary series is continued with only the remaining term, until the residual coefficients approach zero within the specified confidence levels.
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**Seasonal Analysis:** In parallel with this model development cycle and in an entirely similar manner, seasonal autoregressive and moving average parameters are added or dropped in response to the presence of a seasonal or cyclical pattern in the residual terms or a parameter coefficient approaching zero.

**Model Adequacy:** In reviewing the Box-Jenkins output, care should be taken to insure that the parameters are uncorrelated and significant, and alternate models should be weighted for these conditions, as well as for overall correlation (R2), standard error, and zero residual.

**Forecasting with the Model:** The model must be used for short term and intermediate term forecasting. This can be achieved by updating it as new data becomes available in order to minimize the number of periods ahead required of the forecast.

**Monitor the Accuracy of the Forecasts in Real Time:** As time progresses, the accuracy of the forecasts should be closely monitored for increases in the error terms, standard error and a decrease in correlation. When the series appears to be changing over time, recalculation of the model parameters should be undertaken.

**Autoregressive Models**

The autoregressive model is one of a group of linear prediction formulas that attempt to predict an output of a system based on the previous outputs and inputs, such as:

Y(t) = 1 + 2Y(t-1) + 3X(t-1) + t,

where X(t-1) and Y(t-1) are the actual value (inputs) and the forecast (outputs), respectively. These types of regressions are often referred to as *Distributed Lag Autoregressive Models*, *Geometric Distributed Lags*, and *Adaptive Models in Expectation* , among others.

A model which depends only on the previous outputs of the system is called an autoregressive model (AR), while a model which depends only on the inputs to the system is called a moving average model (MA), and of course a model based on both inputs and outputs is an autoregressive-moving-average model (ARMA). Note that by definition, the AR model has only poles while the MA model has only zeros. Deriving the autoregressive model (AR) involves estimating the coefficients of the model using the method of least squared error.

Autoregressive processes as their name implies, regress on themselves. If an observation made at time (t), then, p-order, [AR(p)], autoregressive model satisfies the equation:

X(t) = 0 + 1X(t-1) + 2X(t-2) + 2X(t-3) + . . . . + pX(t-p) + t,

where t is a White-Noise series.

The current value of the series is a linear combination of the p most recent past values of itself plus an error term, which incorporates everything new in the series at time t that is not explained by the past values. This is like a multiple regressions model but is regressed not on independent variables, but on past values; hence the term "Autoregressive" is used.

**Autocorrelation:** An important guide to the properties of a time series is provided by a series of quantities called sample autocorrelation coefficients or serial correlation coefficient, which measures the correlation between observations at different distances apart. These coefficients often provide insight into the probability model which generated the data. The sample autocorrelation coefficient is similar to the ordinary correlation coefficient between two variables (x) and (y), except that it is applied to a single time series to see if successive observations are correlated.

Given (N) observations on discrete time series we can form (N - 1) pairs of observations. Regarding the first observation in each pair as one variable, and the second observation as a second variable, the correlation coefficient is called autocorrelation coefficient of order one.

**Correlogram:** A useful aid in interpreting a set of autocorrelation coefficients is a graph called a correlogram, and it is plotted against the lag(k); where is the autocorrelation coefficient at lag(k). A correlogram can be used to get a general understanding on the following aspects of our time series:

1. A random series: if a time series is completely random then for Large (N), will be approximately zero for all non-zero values of (k).
2. Short-term correlation: stationary series often exhibit short-term correlation characterized by a fairly large value of 2 or 3 more correlation coefficients which, while significantly greater than zero, tend to get successively smaller.
3. Non-stationary series: If a time series contains a trend, then the values of will not come to zero except for very large values of the lag.
4. Seasonal fluctuations: Common autoregressive models with seasonal fluctuations, of period s are:

X(t) = a + b X(t-s) + t

and

X(t) = a + b X(t-s) + c X(t-2s) +t

where t is a White-Noise series.

**Partial Autocorrelation:** A partial autocorrelation coefficient for order k measures the strength of correlation among pairs of entries in the time series while accounting for (i.e., removing the effects of) all autocorrelations below order k. For example, the partial autocorrelation coefficient for order k=5 is computed in such a manner that the effects of the k=1, 2, 3, and 4 partial autocorrelations have been excluded. The partial autocorrelation coefficient of any particular order is the same as the autoregression coefficient of the same order.

**Fitting an Autoregressive Model:** If an autoregressive model is thought to be appropriate for modeling a given time series then there are two related questions to be answered: (1) What is the order of the model? and (2) How can we estimate the parameters of the model?

The parameters of an autoregressive model can be estimated by minimizing the sum of squares residual with respect to each parameter, but to determine the order of the autoregressive model is not easy particularly when the system being modeled has a biological interpretation.

One approach is, to fit AR models of progressively higher order, to calculate the residual sum of squares for each value of p; and to plot this against p. It may then be possible to see the value of p where the curve "flattens out" and the addition of extra parameters gives little improvement in fit.

**Selection Criteria:** Several criteria may be specified for choosing a model format, given the simple and partial autocorrelation correlogram for a series:

1. If none of the simple autocorrelations is significantly different from zero, the series is essentially a random number or white-noise series, which is not amenable to autoregressive modeling.
2. If the simple autocorrelations decrease linearly, passing through zero to become negative, or if the simple autocorrelations exhibit a wave-like cyclical pattern, passing through zero several times, the series is not stationary; it must be differenced one or more times before it may be modeled with an autoregressive process.
3. If the simple autocorrelations exhibit seasonality; i.e., there are autocorrelation peaks every dozen or so (in monthly data) lags, the series is not stationary; it must be differenced with a gap approximately equal to the seasonal interval before further modeling.
4. If the simple autocorrelations decrease exponentially but approach zero gradually, while the partial autocorrelations are significantly non-zero through some small number of lags beyond which they are not significantly different from zero, the series should be modeled with an autoregressive process.
5. If the partial autocorrelations decrease exponentially but approach zero gradually, while the simple autocorrelations are significantly non-zero through some small number of lags beyond which they are not significantly different from zero, the series should be modeled with a moving average process.
6. If the partial and simple autocorrelations both converge upon zero for successively longer lags, but neither actually reaches zero after any particular lag, the series may be modeled by a combination of autoregressive and moving average process.

The following figures illustrate the behavior of the autocorrelations and the partial autocorrelations for AR(1) models, respectively,
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AR1 Autocorrelations and Partial Autocorrelations  
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Similarly, for AR(2), the behavior of the autocorrelations and the partial autocorrelations are depicted below, respectively:

[![AR2 Autocorrelations and Partial Autocorrelations](data:image/gif;base64,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)](http://home.ubalt.edu/ntsbarsh/stat-data/AR2.gif)

AR2 Autocorrelations and Partial Autocorrelations  
**Click on the image to enlarge it and THEN print it**

**Adjusting the Slope's Estimate for Length of the Time Series:** The regression coefficient is biased estimate and in the case of AR(1), the bias is -(1 + 3 1) / n, where n is number of observations used to estimate the parameters. Clearly, for large data sets this bias is negligible.

**Stationarity Condition:** Note that an autoregressive process will only be stable if the parameters are within a certain range; for example, in AR(1), the slope must be within the open interval (-1, 1). Otherwise, past effects would accumulate and the successive values get ever larger (or smaller); that is, the series would not be stationary. For higher order, similar (general) restrictions on the parameter values can be satisfied.

**Inevitability Condition:** Without going into too much detail, there is a "duality" between a given time series and the autoregressive model representing it; that is, the equivalent time series can be generated by the model. The AR models are always invertible. However, analogous to the stationarity condition described above, there are certain conditions for the Box-Jenkins MA parameters to be invertible.

**Forecasting:** The estimates of the parameters are used in Forecasting to calculate new values of the series, beyond those included in the input data set and confidence intervals for those predicted values.

**An Illustrative Numerical Example:** The analyst at Aron Company has a time series of readings for the monthly sales to be forecasted. The data are shown in the following table:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | **Aron Company Monthly Sales ($1000)** | | | | | | | | | | | t | X(t) | t | X(t) | t | X(t) | t | X(t) | t | X(t) | | 1 | 50.8 | 6 | 48.1 | 11 | 50.8 | 16 | 53.1 | 21 | 49.7 | | 2 | 50.3 | 7 | 50.1 | 12 | 52.8 | 17 | 51.6 | 22 | 50.3 | | 3 | 50.2 | 8 | 48.7 | 13 | 53.0 | 18 | 50.8 | 23 | 49.9 | | 4 | 48.7 | 9 | 49.2 | 14 | 51.8 | 19 | 50.6 | 24 | 51.8 | | 5 | 48.5 | 10 | 51.1 | 15 | 53.6 | 20 | 49.7 | 25 | 51.0 | |

By constructing and studying the plot of the data one notices that the series drifts above and below the mean of about 50.6. By using the [Time Series Identification Process](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TimeSeriesStat.htm) JavaScript, a glance of the autocorrelation and the partial autocorrelation confirm that the series is indeed stationary, and a first-order (p=1) autoregressive model is a good candidate.

X(t) = 0 + 1X(t-1) + t,

where t is a White-Noise series.

Stationary Condition: The AR(1) is stable if the slope is within the open interval (-1, 1), that is:

| 1|  1

is expressed as a null hypothesis H0 that must be tested before forecasting stage. To test this hypothesis, we must replace the t-test used in the regression analysis for testing the slope with the -test introduced by the two economists, Dickey and Fuller. This test is coded in the [Autoregressive Time Series Modeling](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Autoreg.htm) JavaScript.

The estimated AR(1) model is:

X(t) = 14.44 + 0.715 X(t-1)

The 3-step ahead forecasts are:

X(26) = 14.44 + 0.715 X(25) = 14.44 + 0.715 (51.0) = 50.91  
X(27) = 14.44 + 0.715 X(26) = 14.44 + 0.715 (50.91) = 50.84  
X(28) = 14.44 + 0.715 X(27) = 14.44 + 0.715 (50.84) = 50.79

Notice: As always, it is necessary to construct the [graph](http://home.ubalt.edu/ntsbarsh/Business-stat/graph/TimeSeriesPlot.htm) and compute [statistics](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TimeSeriesStat.htm) and check for [stationary](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Stationary.htm) both in mean and variance, as well as the [seasonality](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TestSeason.htm) test. For many time-series, one must perform, differencing, data transformation, and/or [deasonalitization](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SeasonalTools.htm) prior to using this JavaScript.

**Further Reading:**  
Ashenfelter , *et al.*, *Statistics and Econometrics : Methods and Applications* , Wiley, 2002.

**Introduction**

The five major economic sectors, as defined by economists, are agriculture, construction, mining, manufacturing and services. The first four identified sectors concern goods, which production dominated the world's economic activities. However, the fastest growing aspect of the world's advanced economies includes wholesale, retail, business, professional, education, government, health care, finance, insurance, real estate, transportation, telecommunications, etc. comprise the majority of their gross national product and employ the majority of their workers. In contrast to the production of goods, services are co-produced with the customers. Additionally, services should be developed and delivered to achieve maximum customer satisfaction at minimum cost. Indeed, services provide an ideal setting for the appropriate application of systems theory, which, as an interdisciplinary approach, can provide an integrating framework for designing, refining and operating services, as well as significantly improving their productivity.

We are attempting to 'model' what the reality is so that we can predict it. Statistical Modeling, in addition to being of central importance in statistical decision making, is critical in any endeavor, since essentially everything is a model of reality. As such, modeling has applications in such disparate fields as marketing, finance, and organizational behavior. Particularly compelling is econometric modeling, since, unlike most disciplines (such as Normative Economics), econometrics deals only with provable facts, not with beliefs and opinions.

**Modeling Financial Time Series**

Time series analysis is an integral part of financial analysis. The topic is interesting and useful, with applications to the prediction of interest rates, foreign currency risk, stock market volatility, and the like. There are many varieties of econometric and multi-variate techniques. Specific examples are regression and multi-variate regression; vector auto-regressions; and co- integration regarding tests of present value models. The next section presents the underlying theory on which statistical models are predicated.

**Financial Modeling:** Econometric modeling is vital in finance and in financial time series analysis. Modeling is, simply put, the creation of representations of reality. It is important to be mindful that, despite the importance of the model, it is in fact only a representation of reality and not the reality itself. Accordingly, the model must adapt to reality; it is futile to attempt to adapt reality to the model. As representations, models cannot be exact. Models imply that action is taken only after careful thought and reflection. This can have major consequences in the financial realm. A key element of financial planning and financial forecasting is the ability to construct models showing the interrelatedness of financial data. Models showing correlation or causation between variables can be used to improve financial decision-making. For example, one would be more concerned about the consequences on the domestic stock market of a downturn in another economy, if it can be shown that there is a mathematically provable causative impact of that nation's economy and the domestic stock market. However, modeling is fraught with dangers. A model which heretofore was valid may lose validity due to changing conditions, thus becoming an inaccurate representation of reality and adversely affecting the ability of the decision-maker to make good decisions.

The examples of univariate and multivariate regression, vector autoregression, and present value co-integration illustrate the application of modeling, a vital dimension in managerial decision making, to econometrics, and specifically the study of financial time series. The provable nature of econometric models is impressive; rather than proffering solutions to financial problems based on intuition or convention, one can mathematically demonstrate that a model is or is not valid, or requires modification. It can also be seen that modeling is an iterative process, as the models must change continuously to reflect changing realities. The ability to do so has striking ramifications in the financial realm, where the ability of models to accurately predict financial time series is directly related to the ability of the individual or firm to profit from changes in financial scenarios.

**Univariate and Multivariate Models:** The use of regression analysis is widespread in examining financial time series. Some examples are the use of foreign exchange rates as optimal predictors of future spot rates; conditional variance and the risk premium in foreign exchange markets; and stock returns and volatility. A model that has been useful for this type of application is called the GARCH-M model, which incorporates computation of the mean into the GARCH (generalized autoregressive conditional heteroskedastic) model. This sounds complex and esoteric, but it only means that the serially correlated errors and the conditional variance enter the mean computation, and that the conditional variance itself depends on a vector of explanatory variables. The GARCH-M model has been further modified, a testament of finance practitioners to the necessity of adapting the model to a changing reality. For example, this model can now accommodate exponential (non-linear) functions, and it is no longer constrained by non-negativity parameters.

One application of this model is the analysis of stock returns and volatility. Traditionally, the belief has been that the variance of portfolio returns is the primary risk measure for investors. However, using extensive time series data, it has been proven that the relationship between mean returns and return variance or standard deviation are weak; hence the traditional two-parameter asset pricing models appear to be inappropriate, and mathematical proof replaces convention. Since decisions premised on the original models are necessarily sub-optimal because the original premise is flawed, it is advantageous for the finance practitioner to abandon the model in favor of one with a more accurate representation of reality.

Correct specification of a model is of paramount importance, and a battery of mis-specification testing criteria has been established. These include tests of normality, linearity, and homoskedasticity, and these can be applied to a variety of models. A simple example, which yields surprising results in the Capital Asset Pricing Model (CAPM), one of the cornerstones of elementary economics is the application of the testing criteria to data concerning companies' risk premium shows significant evidence of non-linearity, non-normality and parameter non-constancy. The CAPM was found to be applicable for only three of seventeen companies that were analyzed. This does not mean, however, that the CAPM should be summarily rejected; it still has value as a pedagogic tool, and can be used as a theoretical framework. For the econometrician or financial professional, for whom the misspecification of the model can translate into sub-optimal financial decisions, the CAPM should be supplanted by a better model, specifically one that reflects the time-varying nature of betas. The GARCH-M framework is one such model.

Multivariate linear regression models apply the same theoretical framework. The principal difference is the replacement of the dependent variable by a vector. The estimation theory is essentially a multivariate extension of that developed for the univariate, and as such can be used to test models such as the stock and volatility model and the CAPM. In the case of the CAPM, the vector introduced is excess asset returns at a designated time. One application is the computation of the CAPM with time-varying covariances. Although, in this example the null hypothesis that all intercepts are zero cannot be rejected, the misspecification problems of the univariate model still remain. Slope and intercept estimates also remain the same, since the same regression appears in each equation.

**Vector Autoregression:** General regression models assume that the dependent variable is a function of past values of itself and past and present values of the independent variable. The independent variable, then, is said to be weakly exogenous, since its stochastic structure contains no relevant information for estimating the parameters of interest. While the weak exogenicity of the independent variable allows efficient estimation of the parameters of interest without any reference to its own stochastic structure, problems in predicting the dependent variable may arise if "feedback" from the dependent to the independent variable develops over time. (When no such feedback exists, it is said that the dependent variable does not Granger-cause the independent variable.) Weak exogenicity coupled with Granger non-causality yields strong exogenicity which, unlike weak exogenicity, is directly testable. To perform the tests requires utilization of the Dynamic Structural Equation Model (DSEM) and the Vector Autoregressive Process (VAR). The multivariate regression model is thus extended in two directions, by allowing simultaneity between the endogenous variables in the dependent variable, and explicitly considering the process generating the exogenous variables in the dependent variable, and explicitly considering the process generating the exogenous independent variables.

Results of this testing are useful in determination of whether an independent variable is strictly exogenous or is predetermined. Strict exogenicity can be tested in DSEMs by expressing each endogenous variable as an infinite distributed lag of the exogenous variables. If the independent variable is strictly exogenous, attention can be limited to distributions conditional on the independent variable without loss of information, resulting in simplification of statistical inference. If the independent variable is strictly exogenous, it is also predetermined, meaning that all of its past and current values are independent of the current error term. While strict exogenicity is closely related to the concept of Granger non-causality, the two concepts are not equivalent and are not interchangeable.

It can be seen that this type of analysis is helpful in verifying the appropriateness of a model as well as proving that, in some cases, the process of statistical inference can be simplified without losing accuracy, thereby both strengthening the credibility of the model and increasing the efficiency of the modeling process. Vector autoregressions can be used to calculate other variations on causality, including instantaneous causality, linear dependence, and measures of feedback from the dependent to he independent and from the independent to the dependent variables. It is possible to proceed further with developing causality tests, but simulation studies which have been performed reach a consensus that the greatest combination of reliability and ease can be obtained by applying the procedures described.

**Co-Integration and Present Value Modeling:** Present value models are used extensively in finance to formulate models of efficient markets. In general terms, a present value model for two variables y1 and x1, states that y1 is a linear function of the present discounted value of the expected future values of x1, where the constant term, the constant discount factor, and the coefficient of proportionality are parameters that are either known or need to be estimated. Not all financial time series are non-integrated; the presence of integrated variables affects standard regression results and procedures of inference. Variables may also be co-integrated, requiring the superimposition of co-integrating vectors on the model, and resulting in circumstances under which the concept of equilibrium loses all practical implications, and spurious regressions may occur. In present value analysis, cointegration can be used to define the "theoretical spread" and to identify co-movements of variables. This is useful in constructing volatility-based tests.

One such test is stock market volatility. Assuming co-integration, second-order vector autoregressions are constructed, which suggest that dividend changes are not only highly predictable but are Granger-caused by the spread. When the assumed value of the discount rate is increased, certain restrictions can be rejected at low significance levels. This yields results showing an even more pronounced "excess volatility" than that anticipated by the present value model. It also illustrates that the model is more appropriate in situations where the discount rate is higher. The implications of applying a co-integration approach to stock market volatility testing for financial managers are significant. Of related significance is the ability to test the expectation hypotheses of interest rate term structure.

Mean absolute error is a robust measure of error. However, one may also use the sum of errors to compare the success of each forecasting model relative to a baseline, such as a random walk model, which is usually used in financial time series modeling.

**Further Reading:**  
Franses Ph., and D. Van Dijk, *Nonlinear Time Series Models in Empirical Finance*, Cambridge University Press, 2000.  
Taylor S., *Modelling Financial Time Series*, Wiley, 1986.  
Tsay R., *Analysis of Financial Time Series*, Wiley, 2001.

**Econometrics and Time Series Models**

Econometrics models are sets of simultaneous regressions models with applications to areas such as Industrial Economics, Agricultural Economics, and Corporate Strategy and Regulation. Time Series Models require a large number of observations (say over 50). Both models are used successfully for business applications ranging from micro to macro studies, including finance and endogenous growth. Other modeling approaches include structural and classical modeling such as Box-Jenkins approaches, co-integration analysis and general micro econometrics in probabilistic models; e.g., Logit, and Probit, panel data and cross sections. Econometrics is mostly studying the issue of causality; i.e. the issue of identifying a causal relation between an outcome and a set of factors that may have determined this outcome. In particular, it makes this concept operational in time series, and exogenetic modeling.

**Further Readings:**  
Ericsson N., and J. Irons, Testing Exogeneity, Oxford University Press, 1994.  
Granger C., and P. Newbold, Forecasting in Business and Economics, Academic Press, 1989.  
Hamouda O., and J. Rowley, (Eds.), Time Series Models, Causality and Exogeneity, Edward Elgar Pub., 1999.

**Simultaneous Equations**

The typical empirical specification in economics or finance is a single equation model that assumes that the explanatory variables are non-stochastic and independent of the error term.

This allows the model to be estimated by Least Squares Regression (LSR) analysis, such an empirical model leaves no doubt as to the assumed direction of causation; it runs directly from the explanatory variables to the dependent variable in the equation.

The LSR analysis is confined to the fitting of a single regression equation. In practice, most economic relationships interact with others in a system of simultaneous equations, and when this is the case, the application of LSR to a single relationship in isolation yields biased estimates. Therefore, it is important to show how it is possible to use LSR to obtain consistent estimates of the coefficients of a relationship.

The general structure of a simultaneous equation model consists of a series of interdependent equations with endogenous and exogenous variables. Endogenous variables are determined within the system of equations. Exogenous variables or more generally, predetermined variables, help describe the movement of endogenous variables within the system or are determined outside the model.

**Applications:** Simultaneous equation systems constitute a class of models where some of the economic variables are jointly determined. The typical example offered in econometrics textbooks is the supply and demand model of a good or service. The interaction of supply and demand forces jointly determine the equilibrium price and quantity of the product in the market. Due to the potential correlation of the right-hand side variables with the error term in the equations, it no longer makes sense to talk about dependent and independent variables. Instead we distinguish between endogenous variables and exogenous variables.

Simultaneous equation estimation is not limited to models of supply and demand. Numerous other applications exist such as the model of personal consumption expenditures, the impact of protectionist pressures on trade and short-term interest rate model. Simultaneous equation models have natural applications in the banking literature Due to the joint determination of risk and return and the transformation relationship between bank deposits and bank assets.

**Structural and Reduced-Form Equations:** Consider the following Keynesian model for the determination of aggregate income based on a consumption function and an income identity:

C = 1 + 2Y +   
Y = C + I,

Where:

C is aggregate consumption expenditure in time period t,  
I is aggregate investment in period t,   
Y is aggregate income in period t, and   
 is a disturbance (error) term with mean zero and constant variance.

These equations are called *Structural Equations* that provide a structure for how the economy functions. The first equation is the consumption equation that relates consumption spending to income. The coefficient 2 is the marginal propensity to consume which is useful if we can estimate it. For this model, the variables C and Y are the endogenous variables. The other variables are called the exogenous variables, such as investment I. Note that there must be as many equations as endogenous variables.

**Reduced-Form Equations:** On the condition that I is exogenous, derive the reduced-form equations for C and Y.

Substituting for Y in the first equation,

C = 1 + 2 (C + I) + .

Hence

C = 1 / (1 - 2) + 2 I / (1 - 2) +  / (1 - 2),

and

Y = 1 / (1 - 2) + I / (1 - 2) +  / (1 - 2),

Now we are able to utilize the LSR analysis in estimating this equation. This is permissible because investment and the error term are uncorrelated by the fact that the investment is exogenous. However, using the first equation one obtains an estimate slope 2 /(1 - 2), while the second equation provides another estimate of 1 /(1 - 2). Therefore taking the ration of these reduced-form slopes will provide an estimate for .

**An Application:** The following table provides consumption capital and domestic product income in US Dollars for 33 countries in 1999.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | **Country** | **C** | **I** | **Y** | **Country** | **C** | **I** | **Y** | | Australia | 15024 | 4749 | 19461 | South Korea | 4596 | 1448 | 6829 | | Austria | 19813 | 6787 | 26104 | Luxembourg | 26400 | 9767 | 42650 | | Belgium | 18367 | 5174 | 24522 | Malaysia | 1683 | 873 | 3268 | | Canada | 15786 | 4017 | 20085 | Mexico | 3359 | 1056 | 4328 | | China-PR | 446 | 293 | 768 | Netherlands | 17558 | 4865 | 24086 | | China-HK | 17067 | 7262 | 24452 | New Zealand | 11236 | 2658 | 13992 | | Denmark | 25199 | 6947 | 32769 | Norway | 23415 | 9221 | 32933 | | Finland | 17991 | 4741 | 24952 | Pakistan | 389 | 79 | 463 | | France | 19178 | 4622 | 24587 | Philippines | 760 | 176 | 868 | | Germany | 20058 | 5716 | 26219 | Portugal | 8579 | 2644 | 9976 | | Greece | 9991 | 2460 | 11551 | Spain | 11255 | 3415 | 14052 | | Iceland | 25294 | 6706 | 30622 | Sweden | 20687 | 4487 | 26866 | | India | 291 | 84 | 385 | Switzerland | 27648 | 7815 | 36864 | | Indonesia | 351 | 216 | 613 | Thailand | 1226 | 479 | 1997 | | Ireland | 13045 | 4791 | 20132 | UK | 19743 | 4316 | 23844 | | Italy | 16134 | 4075 | 20580 | USA | 26387 | 6540 | 32377 | | Japan | 21478 | 7923 | 30124 |  |  |  |  | |

By implementing the [Regression Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) JavaScript, two times, once for (C and I), and then for (Y and I), the estimated coefficient 2, the marginal propensity to consume, is 0.724.

**Further Readings:**  
Dominick, et al, *Schaum's Outline of Statistics and Econometrics*, McGraw-Hill, 2001.  
Fair R., 1984, *Specification, Estimation, and Analysis of Macroeconometric Models* , Harvard University Press), 1984.

**Prediction Interval for a Random Variable**

In many applied business statistics, such as forecasting, we are interested in construction of statistical interval for random variable rather than a parameter of a population distribution. For example, let X be a random variable distributed normally with estimated mean ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)and standard deviation S, then a prediction interval for the sample mean ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)with 100(1- )% confidence level is:

![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)- t . S (1 + 1/n)    ,     ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)+ t . S (1 + 1/n)

This is the range of a random variable ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)with 100(1- )% confidence, using t-table. Relaxing the normality condition for sample mean prediction interval requires a large sample size, say n over 30.

**Census II Method of Seasonal Analysis**

Census-II is a variant of X-11. The X11 procedure provides seasonal adjustment of time series using the Census X-11 or X-11 ARIMA method. The X11 procedure is based on the US Bureau of the Census X-11 seasonal adjustment program, and it also supports the X-11 ARIMA method developed by Statistics Canada.

**Further Readings:**  
Ladiray D., and B. Quenneville, *Seasonal Adjustment with the X-11 Method*, Springer-Verlag, 2001.

**Measuring for Accuracy**

The most straightforward way of evaluating the accuracy of forecasts is to plot the observed values and the one-step-ahead forecasts in identifying the residual behavior over time.

The widely used statistical measures of error that can help you **to identify a method or the optimum value of the parameter within a method** are:

**Mean absolute error:** The mean absolute error (MAE) value is the average absolute error value. Closer this value is to zero the better the forecast is.

**Mean squared error (MSE):** Mean squared error is computed as the sum (or average) of the squared error values. This is the most commonly used lack-of-fit indicator in statistical fitting procedures. As compared to the mean absolute error value, this measure is very sensitive to any outlier; that is, unique or rare large error values will impact greatly MSE value.

**Mean Relative Percentage Error (MRPE):** The above measures rely on the error value without considering the magnitude of the observed values. The MRPE is computed as the average of the APE values:

Relative Absolute Percentage Errort = 100|(Xt - Ft )/Xt|%

**Durbin-Watson statistic** quantifies the serial correlation of serial correlation of the errors in time series analysis and forecasting. D-W statistic is defined by:

D-W statistic = 2n (ej - ej-1)2 / 1n ej2,

where ej is the jth error. D-W takes values within [0, 4]. For no serial correlation, a value close to 2 is expected. With positive serial correlation, adjacent deviates tend to have the same sign; therefore D-W becomes less than 2; whereas with negative serial correlation, alternating signs of error, D-W takes values larger than 2. For a forecasting where the value of D-W is significantly different from 2, the estimates of the variances and covariances of the model's parameters can be in error, being either too large or too small.

In measuring the forecast accuracy one should first determine a loss function and hence a suitable measure of accuracy. For example, quadratic loss function implies the use of MSE. Often we have a few models to compare and we try to pick the "best". Therefore one must be careful to standardize the data and the results so that one model with large variance does not 'swamp' the other model.

**An Application:** The following is a set of data with some of the accuracy measures:

|  |  |  |
| --- | --- | --- |
| **Periods** | **Observations** | **Predictions** |
| 1 | 567 | 597 |
| 2 | 620 | 630 |
| 3 | 700 | 700 |
| 4 | 720 | 715 |
| 5 | 735 | 725 |
| 6 | 819 | 820 |
| 7 | 819 | 820 |
| 8 | 830 | 831 |
| 9 | 840 | 840 |
| 10 | 999 | 850 |
|  |  |  |
| **Some Widely Used Accuracy Measures** | | |
| Mean Absolute Errors | | 20.7 |
| Mean Relative Errors (%) | | 2.02 |
| Standard Deviation of Errors | | 50.91278 |
| Theils Statatistic | | 0.80 |
| Mc Laughlins Statatistic | | 320.14 |
| Durbin-Watson Statatistic | | 0.9976 |

You may like checking your computations using [Measuring for Accuracy](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/MeasurAccur.htm) JavaScript, and then performing some numerical experimentation for a deeper understanding of these concepts.

**The Best Age to Replace Equipment**

The performance of almost everything declines with age such as machines. Although routine maintenance can keep equipment working efficiently, there comes a point when the repairs are too expensive, and it is less expensive to buy a replacement.

**Numerical Example:** The following table shows the cost of replacing a ($100000) machine, and the expected resale value, together with the running cost (in $1000) for each year.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | **Data for Decision on the Age of Replacing Equipment** | | | | | | | | Age of machine | 0 | 1 | 2 | 3 | 4 | 5 | | Resale value | 100 | 50 | 30 | 15 | 10 | 5 | | Running cost | 0 | 5 | 9 | 15 | 41 | 60 | |

The manager must decide on the best age to replace the machine. Computational aspects are arranged in the following table:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Computational and Analysis Aspects** | | | | | | | Age of machine | 1 | 2 | 3 | 4 | 5 | | Cumulative running cost | 5 | 14 | 29 | 70 | 130 | | Capital cost (100-resale cost) | 50 | 70 | 85 | 90 | 95 | | Total cost over the age | 55 | 84 | 114 | 160 | 225 | | Average cost over the age | 55 | 42 | 38 | 40 | 45 | |

The analysis of the average cost over the age plot indicates that it follows parabola shape as expected with the least cost of $38000 annually. This corresponds to the decision of replacing the machine at the end of the third year.

**Mathematical Representation:** We can construct a mathematical model for the average cost as a function of its age.

We know that we want a quadratic function that best fits; we might use [Quadratic Regression](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/QuadReg.htm) JavaScript to estimate its coefficients. The result is:

Average cost over the age = 3000(Age)2 -20200(Age) + 71600,       for 1  Age 5.

Its derivative is: 6000(Age) - 20200 which, vanishes at Age = 101/30. That is, the best time for replacement is at the end of 3 years and 4.4 months.

You may like to use [Optimal Age for Equipment Replacement](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Replacement.htm) JavaScript for checking your computation and perform some experiments for a deeper understanding.

**Further Reading**  
Waters D., *A Practical Introduction to Management Science*, Addison-Wesley, 1998.

**Pareto Analysis: The ABC Inventory Classification**

Vilfredo Pareto was an Italian economist who noted that approximately 80% of wealth was owned by only 20% of the population. Pareto analysis helps you to choose the most effective changes to make. It uses the Pareto principle that, e.g., by doing 20% of work you can generate 80% of the advantage of doing the entire job. Pareto analysis is a formal technique for finding the changes that will give the biggest benefits. It is useful where many possible courses of action are competing for your attention. To start the analysis, write out a list of the changes you could make. If you have a long list, group it into related changes. Then score the items or groups. The first change to tackle is the one that has the highest score. This one will give you the biggest benefit if you solve it. The options with the lowest scores will probably not even be worth bothering with because solving these problems may cost you more than the solutions are worth.

**Application to the ABC Inventory Classification:** The aim is in classifying inventory according to some measure of importance and allocating control efforts accordingly. An important aspect of this inventory control system is the degree of monitoring necessary. Demand volume and the value of items vary; therefore, inventory can be classified according to its value to determine how much control is applied.

The process of classification is as follow: Determine annual dollar usage for each item; that is, the annual demand times the cost for each item, and orders them in decreasing order. Compute the total dollar usage. Compute % dollar usage for each item. Rank the items according to their dollar % usage in three classes:  
A = very important B = moderately important and C = least important.

**Numerical Example:** Consider a small store having nine types of products with the following cost and annual demands:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | **Product name** | P1 | P2 | P3 | P4 | P5 | P6 | P7 | P8 | P9 | | **Cost ($100)** | 24 | 25 | 30 | 4 | 6 | 10 | 15 | 20 | 22 | | **Annual demand** | 3 | 2 | 2 | 8 | 7 | 30 | 20 | 6 | 4 | |

Compute the annual use of each product in terms of dollar value, and then sort the numerical results into decreasing order, as is shown in the following table. The total annual use by value is 1064.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | Annual use by value | 300 | 300 | 120 | 88 | 72 | 60 | 50 | 42 | 32 | | Product name | P6 | P7 | P8 | P9 | P1 | P3 | P2 | P5 | P4 | | % Annual use | 28 | 28 | 11 | 8 | 7 | 6 | 5 | 4 | 3 | | Category | **A** | | **B** | **C** | | | | | | |

Working down the list in the table, determine the dollar % usage for each item. This row exhibits the behavior of the cumulative distribution function, where the change from one category to the next is determined. Rank the items according to their dollar % usage in three classes: A = very important, B = moderately important, and C = least important.

The [ABC Inventory Classification](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ABClass.htm) JavaScript constructs an empirical cumulative distribution function (ECDF) as a measuring tool and decision procedure for the ABC inventory classification. The following figure depicts the classification based upon the ECDF of the numerical example:
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ABC inventory classification  
**Click on the image to enlarge it and THEN print it**

Even with this information, determination of the boundary between categories of items is often subjective. For our numerical example, Class A-items require very tight inventory control, which is more accurate forecasting, better record-keeping, lower inventory levels; whereas Class C-items tend to have less control.

**The Impacts of the ABC Classification on Managerial Policies and Decisions**

Policies and decisions that might be based on ABC classification include the following :

* Purchasing resources expended should be much higher for A-items than for C-items.
* Physical inventory control should be tighter for A-items; perhaps they belong in more secure area, with the accuracy of their records being verified more frequently.
* Forecasting A-items may warrant more care than forecasting other items.

Better forecasting, physical control, supplier reliability, and an ultimate reduction in safety stock and inventory investment can all result from ABC analysis.

* Inventory systems require accurate records. Without them, managers cannot make precise decisions about ordering, scheduling and shipping.
* To ensure accuracy, incoming and outgoing record keeping must be good, as must be stockroom security.

Well-organized inventory storage will have limited access, good housekeeping, and storage areas that hold fixed amounts of inventory. Bins, shelf space, and parts will be labeled accurately.

* Cycle counting: Even though an organization may have gone to substantial efforts to maintain accurate inventory records, these records must be verified through continuing audits - are known as cycle counting. Most cycle counting procedures are established so that some of each classification is counted each day. A-items will be counted frequently, perhaps once a month. B-items will be counted less frequently, perhaps once a quarter. C- items will be counted even less frequently, perhaps once every 6 months. Cycle counting also has the following advantages: Eliminating the shutdown and interruption of production necessary of annual physical inventories. Eliminating annual inventory adjustments. Providing professional personnel to audit the accuracy of inventory. Allowing the cause of the errors to be identified and remedial action to be taken. Maintaining accurate inventory records.

You might like to use the [ABC Inventory Classification](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ABClass.htm) JavaScript also for checking your hand computation.

**Further Reading**  
Koch R., *The 80/20 Principle: The Secret to Success by Achieving More with Less*, Doubleday, 1999.

**Cost/Benefit Analysis: Economic Quantity**

Cost-benefit analysis is a process of finding a good answer to the following question: Given the decision-maker's assessment of costs and benefits, which choice should be recommended? The cost-benefit analysis involves the following general steps: Specify a list of all possible courses of actions. Assign a value (positive or negative) to the outcome for each action, and determine the probability of each outcome. Compute the expected outcome for each action. Take the action that has the best-expected outcome.

**Economic Quantity Determination Application:** The cost-benefit analysis is often used in economics for the optimal production strategy. Costs are the main concern, since every additional unit adds to total costs. After start-up production cost, the marginal cost of producing another unit is usually constant or rising as the total number of unit increases. Each additional product tends to cost as much or more than the last one. At some point, the additional costs of an extra product will outweigh the additional benefits.

The best strategy can be found diagrammatically by plotting both benefits and costs on the horizontal axis and choosing the point where the distance between them is the greatest, as shown in the following figure:
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Alternatively, one may plot net profit and find the optimal quantity where it is at its maximum as depicted by the following figure:
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Finally, one may plot the marginal benefit and marginal cost curves and choosing the point where they cross, as shown in the following figure:
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Notice that, since "net gains" are defined as (benefits-costs), at the maximum point its derivative vanishes; therefore, the slope of the net gains function is zero at the optimal quantity. Therefore, to determine the maximum distance between two curves, the focus is on the incremental or marginal change of one curve relative to another. If the marginal benefit from producing one more unit is larger than the marginal cost, producing more is a good strategy. If the marginal benefit from producing one more product is smaller than the additional cost, producing more is a bad strategy. At the optimum point, the additional benefit will just offset the marginal cost; therefore, there is no change in net gains; i.e., the optimal quantity is where its

Marginal benefit = Marginal cost

You might like to use [Quadratic Regression](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/QuadReg.htm) JavaScript to estimate the cost and the benefit functions based on a given data set.

**Further Reading:**  
Brealey R., and S. Myers, *Principles of Corporate Finance*, McGraw, 2002.

**Introduction**

Inventory control is concerned with minimizing the total cost of inventory. In the U.K. the term often used is stock control. The three main factors in inventory control decision-making process are:

* The cost of holding the stock; e.g., based on the interest rate.
* The cost of placing an order; e.g., for raw material stocks, or the set-up cost of production.
* The cost of shortage; i.e., what is lost if the stock is insufficient to meet all demand.

The third element is the most difficult to measure and is often handled by establishing a "service level" policy; e. g, a certain percentage of demand will be met from stock without delay.

**Production systems and Inventory Control:** In a production process, it is expected to obtain the minimum levels of work-in-process (WIP), possible, satisfying its demands and due dates. Working under these conditions, lead times, inventory levels and processing costs can be reduced. However, the stochastic nature of production, i.e. the arrival of demands and the uncertainty of a machine failure produce inevitable increases of WIP levels. For these and other reasons, many new heuristic production control policies have been developed, introduced and applied in order to control production in existing plants.

Production control systems are commonly divided into push and pull systems. In push systems, raw materials are introduced in the line and are pushed from the first to the last work station. Production is determined by forecasts in a production-planning center. One of the best-known push systems is material requirement planning (MRP) and manufacturing resources planning (MRPII), both developed in western countries. Meanwhile, in pull systems production is generated by actual demands. Demands work as a signal, which authorizes a station to produce. The most well-known pull systems are Just in time (JIT) and Kanban developed in Japan.

Comparing what both systems accomplish, push systems are inherently due-date driven and control release rate, observing WIP levels. Meanwhile, pull systems are inherently rate driven and control WIP level, observing throughput.

Both push and pull systems offer different advantages. Therefore, new systems have been introduced that adopts advantages of each, as a result obtaining hybrid (push-pull) control policies. The constant work in process and the two-boundary control are the best know hybrid systems with a push-pull interface. In both systems, the last station provides an authorization signal to the first one in order to start production, and internally production in pushed from one station to another until the end of the line as finished good inventory.

[Simulation models](http://home.ubalt.edu/ntsbarsh/Business-stat/simulation/sim.htm) are tools developed to observe systems behavior. They are used to examine different scenarios allowing evaluating the performance measure for deciding on the best policy.

**Supply Chain Networks and Inventory Control:** A supply chain is a network of facilities that procure raw materials, transform them into intermediate goods and then final products, and deliver the products to customers through a distribution system. To achieve an **integrated supply chain management**, one must have a standard description of management processes, a framework of relationships among the standard processes, standard metrics to measure process performance, management practices that produce best-in-class performance, and a standard alignment to software features and functionality, together with a users’ friendly computer-assisted tools.

Highly effective coordination, dynamic collaborative and strategic alliance relationships, and efficient supply chain networks are the key factors by which corporations survive and succeed in today's competitive marketplace. Thus all existing supply chain management models rightly focus on inventory control policies and their coordinating with delivery scheduling decisions.

Inventory control decisions are both problem and opportunity for at least three parties Production, Marking, and Accounting departments. Inventory control decision-making has an enormous impact on the productivity and performance of many organizations, because it handles the total flow of materials. Proper inventory control can minimize stock out, thereby reducing capital of an organization. It also enables an organization to purchase or produce a product in economic quantity, thus minimizing the overall cost of the product.

**Further Readings:**  
Hopp W., and M. Spearman, *Factory Physics* Examines operating policies and strategic objectives within a factory.  
Louis R., *Integrating Kanban With Mrpii: Automating a Pull System for Enhanced Jit Inventory Management*, Productivity Press Inc, 1997. It describes an automated kanban principle that integrates MRP into a powerful lean manufacturing system that substantially lowers inventory levels and significantly eliminates non-value-adding actions.

**Economic Order Quantity (EOR) and Economic Production Quantity (EPQ)**

Inventories are, e.g., idle goods in storage, raw materials waiting to be used, in-process materials, finished goods, individuals. A good inventory model allows us to:

* smooth out time gap between supply and demand; e.g., supply of corn.
* contribute to lower production costs; e.g., produce in bulk
* provide a way of "storing" labor; e.g., make more now, free up labor later
* provide quick customer service; e.g., convenience.

For every type of inventory models, the decision maker is concerned with the main question: When should a replenishment order be placed? One may review stock levels at a fixed interval or re-order when the stock falls to a predetermined level; e. g., a fixed safety stock level.

|  |  |
| --- | --- |
| **Keywords, Notations Often Used for the Modeling and Analysis Tools for Inventory Control** | |
|  |  |
| Demand rate: x | A constant rate at which the product is withdrawn from inventory |
| Ordering cost: C1 | It is a fixed cost of placing an order independent of the amount ordered. Set-up cost |
| Holding cost: C2 | This cost usually includes the lost investment income caused by having the asset tied up in inventory. This is not a real cash flow, but it is an important component of the cost of inventory. If P is the unit price of the product, this component of the cost is often computed by iP, where i a percentage that includes opportunity cost, allocation cost, insurance, etc. It is a discount rate or interest rate used to compute the inventory holding cost. |
| Shortage cost: C3 | There might be an expense for which a shortage occurs. |
| Backorder cost: C4 | This cost includes the expense for each backordered item. It might be also an expense for each item proportional to the time the customer must wait. |
| Lead time: L | It is the time interval between when an order is placed and when the inventory is replenished. |

The widely used deterministic and probabilistic models are presented in the following sections.

**The Classical EOQ Model:** This is the simplest model constructed based on the conditions that goods arrive the same day they are ordered and no shortages allowed. Clearly, one must reorder when inventory reaches 0, or considering lead time L

The following figure shows the change of the inventory level with time:
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The figure shows time on the horizontal axis and inventory level on the vertical axis. We begin at time 0 with an order arriving. The amount of the order is the lot size, Q. The lot is delivered all at one time causing the inventory to shoot from 0 to Q instantaneously. Material is withdrawn from inventory at a constant demand rate, x, measured in units per time. After the inventory is depleted, the time for another order of size Q arrives, and the cycle repeats.

The inventory pattern shown in the figure is obviously an abstraction of reality in that we expect no real system to operate exactly as shown. The abstraction does provide an estimate of the optimum lot size, called the economic order quantity (EOQ), and related quantities. We consider alternatives to those assumptions later on these pages.

|  |  |  |  |
| --- | --- | --- | --- |
|  | Ordering |  | Holding |
| Total Cost = | C1x/Q | + | C2/(2Q) |

The Optimal Ordering Quantity = Q\* = (2xC1/C2) 1/2, therefore,   
The Optimal Reordering Cycle = T\* = [2C1/(xC2)]1/2

Numerical Example 1: Suppose your office uses 1200 boxes of typing paper each year. You are to determine the quantity to be ordered, and how often to order it. The data to consider are the demand rate x = 1200 boxes per year; the ordering cost C1 = $5 per order; holding cost C2 = $1.20 per box, per year.

The optimal ordering quantity is Q\* = 100 boxes, this gives number of orders = 1200/100 = 12, i.e., 12 orders per year, or once a month.

Notice that one may incorporate the Lead Time (L), that is the time interval between when an order is placed and when the inventory is replenished.

**Models with Shortages:** When a customer seeks the product and finds the inventory empty, the demand can be satisfied later when the product becomes available. Often the customer receives some discount which is included in the backorder cost.

A model with backorders is illustrated in the following figure:
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In this model, shortages are allowed some time before replenishment. Regarding the response of a customer to the unavailable item, the customer will accept later delivery which is called a backorder. There are two additional costs in this model; namely, the shortage cost (C3), and the backorder cost (C4).

Since replenishments are instantaneous, backordered items are delivered at the time of replenishment and these items do not remain in inventory. Backorders are as a negative inventory; so the minimum inventory is a negative number; therefore the difference between the minimum and maximum inventory is the lot size.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Ordering |  | Holding |  | Shortage + Backorder |
| Total Cost = | xC1/Q | + | (Q-S)2C2/(2Q) | + | xSC3/Q + S2C4/(2Q) |

If xC3 2 < 2C1C2, then

Q\* = M/(C2C4), and S\* = M/(C2C4 +C42) - (xC3)/(C2 + C4), where,  
M = {xC2C4[2C1(C2 + C4) - C32]}1/2

Otherwise,

Q\* = (2xC1/C2)1/2, with S\* = 0.

However, if shortage cost C3 = 0, the above optimal decision values will reduce to:

Q\* = [2xC1(C2 + C4)/(C2C4)]1/2, and , S\* = [2xC1C2/(C2C4 + C42)]1/2

Numerical Example 2: Given C3 = 0, and C4 = 2 C2, would you choose this model? Since S\* = Q\*/3 under this condition, the answer is, a surprising "Yes". One third of orders must be back-ordered.

Numerical Example 3: Consider the numerical example no. 1 with shortage cost of C4 = $2.40 per unit per year.

The optimal decision is to order Q\* = 122 units, allowing shortage of level S = 81.5 units.

**Production and Consumption Model:** The model with finite replenishments is illustrated in the following figure:
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Rather than the lot arrives instantaneously, the lot is assumed to arrive continuously at a production rate K. This situation arises when a production process feeds the inventory and the process operates at the rate K greater than the demand rate x.

The maximum inventory level never reaches Q because material is withdrawn at the same time it is being produced. Production takes place at the beginning of the cycle. At the end of production period, the inventory is drawn down at the demand rate x until it reaches 0 at the end of the cycle.

|  |  |  |  |
| --- | --- | --- | --- |
|  | Ordering |  | Holding |
| Total Cost = | xC1/Q | + | (K-x)QC2/(2K) |

Optimal Run Size Q\* = {(2C1xK)/[C2(K - x)] }1/2  
Run Length = Q\*/K  
Depletion Length = Q\*(K-x)/(xK)  
Optimal Cycle T\* = {(2C1)/[C2x(1 - x/K)] }1/2

Numerical Example 3: Suppose the demand for a certain energy saving device is x = 1800 units per year (or 6 units each day, assuming 300 working days in a year). The company can produce at an annual rate of K = 7200 units (or 24 per day). Set up cost C1 = $300. There is an inventory holding cost C2 = $36 per unit, per year. The problem is to find the optimal run size, Q.

Q\* = 200 units per production run. The optimal production cycle is 200/7200 = 0.0278 years, that is 8 and 1/3 of a day. Number of cycle per year is 1800/200 = 9 cycles.

**Production and Consumption with Shortages:** Suppose shortages are permitted at a backorder cost C4 per unit, per time period. A cycle will now look like the following figure:
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If we permit shortages, the peak shortage occurs when production commences at the beginning of a cycle. It can be shown that:

Optimal Production = q\* = {[(2C1x)/C2][K/(K- x)][(C2+C4)/C4]}1/2

Period per Cycle Is: T = q/x

Optimal Inventory Is: Q\* = t2(K-x)

Optimal Shortage Is: P\* = t1(K-x);

Total Cost Is: TC = {[(C2t22 + C4t12)(K-x)] + [(2C1x)/K] }/ {2(t1+t2)},

where,

t1 = {[2xC1C2]/[C4K(K-x)(C2+C4)]}1/2,

and

t2 = {[2xC1C4]/[C2K(K-x)(C2+C4)]}1/2

You may like using [Inventory Control Models](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Inventory.htm) JavaScript for checking your computation. You may also perform sensitivity analysis by means of some numerical experimentation for a deeper understanding of the managerial implications in dealing with uncertainties of the parameters of each model

**Further Reading:**  
Zipkin P., *Foundations of Inventory Management*, McGraw-Hill, 2000.

**Optimal Order Quantity Discounts**

The solution procedure for determination of the optimal order quantity under discounts is as follows:

* Step 1: Compute Q for the unit cost associated with each discount category.
* Step 2: For those Q that are too small to receive the discount price, adjust the order quantity upward to the nearest quantity that will receive the discount price.
* Step 3: For each order quantity determined from Steps 1 and 2, compute the total annual inventory price using the unit price associated with that quantity. The quantity that yields the lowest total annual inventory cost is the optimal order quantity.

**Quantity Discount Application:** Suppose the total demand for an expensive electronic machine is 200 units, with ordering cost of $2500, and holding cost of $190, together with the following discount price offering:

|  |  |
| --- | --- |
| **Order Size** | **Price** |
| **1-49** | **$1400** |
| **50-89** | **$1100** |
| **90+** | **$900** |
|  |  |

The Optimal Ordering Quantity:

Q\* = (2xC1/C2) 1/2 = [ 2(2500)(200)/190] 1/2 = 72.5 units.

The total cost is = [(2500)(200)/72.5] + [(190)(72.5)/2] + [(1100)(200)] = $233784

The total cost for ordering quantity Q = 90 units is:

TC(90) = [(2500)(200)/90] + [(190)(90)/2] + [(900)(200)] = $233784,

this is the lowest total cost order quantity.

Therefore, should order Q = 90 units

You may like using [Inventory Control Models](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Inventory.htm) JavaScript for checking your computation. You may also perform sensitivity analysis by means of some numerical experimentation for a deeper understanding of the managerial implications in dealing with uncertainties of the parameters in the model

**Further Reading:**  
Zipkin P., *Foundations of Inventory Management*, McGraw-Hill, 2000.

**Finite Planning Horizon Inventory**

We already know from our analysis of the "Simple EOQ" approach that any fixed lot size will create "leftovers" which increase total cost unnecessarily. A better approach is to order "whole periods worth" of stock. But the question is should you order one (period worth), or two, or more? As usual, it depends. At first, increasing the buy quantity saves money because order costs are reduced since fewer buys are made. Eventually, though, large order quantities will begin to increase total costs as holding costs rise.

**The Silver-Meal Method:** The Silver-Meal Algorithm trades-off ordering and holding costs by analyzing the problem "one buy at a time". The idea is should the first buy cover period 1, periods 1 and 2, periods 1, 2, and 3, and so forth. To answer this question, the procedure considers each potential buy quantity sequentially and calculates the "average cost per period covered" as the sum of the ordering and holding costs implied by the potential buy divided by the number of periods which would be covered by such an order. Simply put, the decision rule is: "Add the next period's demand to the current order quantity unless the average cost per period covered would not be reduced, that is, as long as the average cost per period covered by the order would be reduced by adding an additional period worth to the order, we will do so. If adding an additional period worth to the order would not reduce the average cost per period covered, then we will consider that the order size is determined, and we will begin to calculate the next order using the same procedure. We will continue one order at a time until every period has been covered with an order.

**Silver-Meal Logic:** Increase T, the number of periods covered by next replenishment order, until the total relevant costs per period (over the periods covered by the order) start to decrease. The Silver-Meal method is a "near optimal" heuristic which builds order quantities by taking a marginal analysis approach. Start with the first period in which an order is required. Calculate the average per-period cost of ordering for the next t periods: ACi, i = 1, 2, ... Select the smallest i\* that satisfies ACi\* < ACi\*+1

Notice that this method assumes that ACi/i initially decreases then increases, and never decreases again as t increases, but this is not always true. Moreover, solution is myopic so it may leave only one, two, or a few periods for the final batch, even if the setup cost is high. However, Extensive numerical studies show that the results are usually within 1 or 2 percent of optimal (using mixed-integer linear programming) if horizon is not extremely short.

**Finite Planning Horizon Inventory Application:** Suppose the forecasted demand for a row material in a manufacturing process for the beginning of the next twelve periods is:

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Period** | **1** | **2** | **3** | **4** | **5** | **6** | **6** | **8** | **9** | **10** | **11** | **12** |
| **Demand** | **200** | **150** | **100** | **50** | **50** | **100** | **150** | **200** | **200** | **250** | **300** | **250** |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

The ordering cost is $500, the unit price is $50 and the holding cost is $1 per unit per period. The main questions are the usual questions in general inventory management, namely: What should be the order quantity? and When should the orders placed? The following table provides the detailed computations of the Silver-Meal approach with the resulting near optimal ordering strategy:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Period** | **Demand** | **Lot QTY** | **Holding Cost** | **Lot Cost** | **Mean Cost** |
| **First Buy** |  |  |  |  |  |
| 1 | 200 | 200 | 0 | 500 | 500 |
| 2 | 150 | 350 | 150 | 650 | 325 |
| 3 | 100 | 450 | 150+2(100)=350 | 850 | 283 |
| 4 | 50 | 500 | 150+200+3(50)=500 | 1000 | 250 |
| 5 | 50 | 550 | 150+200+150+4(50)=700 | 1200 | **240** |
| 6 | 100 | 650 | 15+200+150+200+5(100)=1200 | 1700 | 283 |
| **Second Buy** |  |  |  |  |  |
| 6 | 100 | 100 | 0 | 500 | 500 |
| 7 | 150 | 250 | 150 | 650 | **325** |
| 8 | 200 | 450 | 150+2(200)=550 | 1050 | 350 |
| **Third Buy** |  |  |  |  |  |
| 8 | 200 | 200 | 0 | 500 | 500 |
| 9 | 200 | 400 | 200 | 700 | **350** |
| 10 | 250 | 650 | 200 + 2(250)=700 | 1200 | 400 |
| **Fourth Buy** |  |  |  |  |  |
| 10 | 250 | 250 | 0 | 500 | 500 |
| 11 | 300 | 550 | 300 | 800 | **400** |
| 12 | 250 | 800 | 300+2(250)=800 | 1300 | 433 |
| **Fifth Buy** |  |  |  |  |  |
| 12 | 250 | 250 | 0 | 500 | 500 |
| **Solution Summary** |  |  |  |  |  |
| **Period** | **Demand** | **Order QTY** | **Holding $** | **ordering $** | **Period Cost** |
| 1 | 200 | 550 | 350 | 500 | 850 |
| 2 | 150 | 0 | 200 | 0 | 200 |
| 3 | 100 | 0 | 100 | 0 | 100 |
| 4 | 50 | 0 | 50 | 0 | 50 |
| 5 | 50 | 0 | 0 | 0 | 0 |
| 6 | 100 | 250 | 150 | 500 | 650 |
| 7 | 150 | 0 | 0 | 0 | 0 |
| 8 | 200 | 400 | 200 | 500 | 700 |
| 9 | 200 | 0 | 0 | 0 | 0 |
| 10 | 250 | 550 | 300 | 500 | 800 |
| 11 | 300 | 0 | 0 | 0 | 0 |
| 12 | 250 | 250 | 0 | 500 | 500 |
| **Total** | 2000 | 2000 | 1350 | 2500 | 3850 |
|  |  |  |  |  |  |

**Wagner and Whitin Approach:** It is a considerably more laborious procedure than Silver-Meal which is based on the principles of dynamic programming.

**Mixed Integer Linear Programming:** The Finite Planning Horizon Inventory decision can be formulated and solved exactly as an integer program. Zero-one integer variables are introduced to accommodate the ordering costs. Decision Variables are: quantity purchased in period i , buy variable = 1 if Qi is positive, = 0 o.w., Beginning inventory for period i, Ending inventory for period i. The objective is to minimize the total overall costs, subject to mixed-integer linear constraints.

Formulating the above application as an mixed-integer linear program, the optimal solution is:

Order 550 at the beginning of period 1   
Order 450 at the beginning of period 6   
Order 450 at the beginning of period 9   
Order 550 at the beginning of period 11   
The optimal total cost is $3750.

**Conclusions:** Optimal solutions trade-off ordering and holding costs across time periods based on the certainty of the demand schedule. In practice, the procedure would be re-run each month, with a new month added on the end, and the old month eliminated. Only the most immediate orders would be placed; the later orders would be held. In this sort of "rolling horizon" application, short-term look-ahead procedures like Silver-Meal typically can out-perform the "optimal" approaches, particularly if updates are made to demand forecasts within the planning horizon.

**Further Reading:**  
Zipkin P., *Foundations of Inventory Management*, McGraw-Hill, 2000.

**Inventory Control with Uncertain Demand**

Suppose you are selling a perishable item (e.g., flower bunches in a florist shop) having random demands X. Your decision under uncertainty is mainly the following question: How many should I order to maximize my profit?

Your profit is:

* P  X - (D-X)  L,    for any X less than D, and
* P  D,                   for any X at least equal to D

where D is the daily order, P is your unit profit, and L is the loss for any left over item.

It can be shown that the optimal ordering quantity D\* with the largest expected daily profit is a function of the Empirical Cumulative Distribution Function (ECDF) = F(x). More specifically, the optimal quantity is X\* where F(x) either equals or exceeds the ratio P/(P + L) for the first time.

The following numerical example illustrates the process. Given P = $20, L = $10, suppose you have taken records of the past frequency of the demand D over a period of time. Based on this information one can construct the following table.

|  |  |  |  |
| --- | --- | --- | --- |
| **Optimal Ordering Quantity** **Demand Daily (x)** | **Relative Frequency** | **ECDF** | **Expected Profit** |
| 0 | 0.0067 | 0.0067 | 0.000 |
| 1 | 0.0337 | 0.0404 | 19.800 |
| 2 | 0.0842 | 0.1246 | 38.59 |
| 3 | 0.1404 | 0.2650 | 54.85 |
| 4 | 0.1755 | 0.4405 | 66.90 |
| 5 | 0.1755 | 0.6160 | 73.37 |
| **6** | 0.1462 | **0.7622** | 75.20 |
| 7 | 0.1044 | 0.8666 | 72.34 |
| 8 | 0.0653 | 0.9319 | 66.34 |
| 9 | 0.0363 | 0.9682 | 58.38 |
| 10 | 0.0181 | 0.9863 | 49.34 |
| 11 | 0.0082 | 0.9945 | 39.75 |
| 12 | 0.0034 | 0.9979 | 19.91 |
| 13 | 0.0013 | 0.9992 | 19.98 |
| 14 | 0.0005 | 0.9997 | 10.00 |
| 15 | 0.0002 | 1 | -29.99 |
|  |  |  |  |

The critical ratio P/(P + L) = 20/30 = 0.6667, indicating D\* = X\* = 6 units.

To verify this decision, one may use the following recursive formula in computing:

Expected profit [D+1] = Expected profit [D] - (P + L)F(x) + P

The daily expected profit using this formula computed and recorded in the last column of the above table with the optimal daily profit is $75.20.

You may like using [Single-period Inventory Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Newsboy.htm) JavaScript to check your computation.

**Further Reading:**  
Silver E., D. Pyke, and R. Peterson, *Inventory Management and Production Planning and Scheduling*, Wiley, 1998.

**Managing and Controlling Inventory**

Inventory models give answers to two questions. When should an order be placed or a new lot be manufactured? And how much should be ordered or purchased?

**Inventories are held for the following reasons:**

* To meet anticipated customer demand with large fluctuations.
* To protect against shortages.
* To take advantage quantity discounts.
* To maintain independence of operations.
* To smooth production requirements.
* To guard against price increases.
* To take advantage of order cycles.
* To overcome the variations in delivery times.
* To guard against uncertain production schedules.
* To count for the possibility of large number of defects.
* To guard against poor forecasts of customer demand.

**A Factors-Guideline for Developing a "good" Inventory System**

* A system to keep track of inventory by reviewing continuously or periodically.
* A reliable forecast of demand.
* Reasonable estimates of:
  + Holding costs
  + Ordering costs
  + Shortage costs
  + Lead Time
* Interest on loans to purchase inventory or opportunity costs because of funds tied up in inventory.
* Taxes, and insurance costs.
* Ordering and setup costs.
* Costs of holding an item in inventory.
* Cost of funds tied up in inventory.
* Transportation & shipping cost.
* Receiving and inspection costs.
* Handling & storage cost.
* Accounting and auditing cost.
* Storage costs such as rent, heating, lighting, and security.
* Depreciation cost.
* Obsolescence cost.

**How to Reduce the Inventory Costs?**

* Cycle inventory.
* Streamline ordering/production process.
* Increase repeatability.
* Safety Stock inventory.
* Better timing of orders.
* Improve forecasts.
* Reduce supply uncertainties.
* Use capacity cushions instead.
* Anticipation inventory.
* Match production rate with demand rate.
* Use complementary products.
* Off-season promotions.
* Creative pricing.
* Pipeline inventory.
* Reduce lead time.
* More responsive suppliers.
* Decrease lot size when it affects lead times.

**The ABC Classification** The ABC classification system is to grouping items according to annual sales volume, in an attempt to identify the small number of items that will account for most of the sales volume and that are the most important ones to control for effective inventory management.

**Types of Inventory Control Reviews:** The inventory level for different products can be monitored either continuously or on a periodic basis.

* Continuous review systems: Each time a withdrawal is made from inventory, the remaining quantity of the item is reviewed to determine whether an order should be placed
* Periodic review systems: The inventory of an item is reviewed at fixed time intervals, and an order Is placed for the appropriate amount

**Advantage and Disadvantage of Fixed-Period Model:**

* Do not have to continuously monitor inventory levels.
* Does not require computerized inventory system.
* Low cost of maintenance.
* Higher inventory carrying cost.
* Orders placed at fixed intervals.
* Inventory brought up to target amount.
* Amounts ordered may vary.
* No continuous inventory count is needed; however there is a possibility of being out of stock between intervals.
* Useful when lead time is very short.

**Cash Flow and Forecasting:** Balance sheets and profit and loss statements indicate the health of your business at the end of the financial year. What they fail to show you is the timing of payments and receipts and the importance of cash flow.

Your business can survive without cash for a short while but it will need to be "liquid" to pay the bills as and when they arrive. A cash flow statement, usually constructed over the course of a year, compares your cash position at the end of the year to the position at the start, and the constant flow of money into and out of the business over the course of that year.

The amount your business owes and is owed is covered in the profit and loss statement; a cash flow statement deals only with the money circulating in the business. It is a useful tool in establishing whether your business is eating up the cash or generating the cash.

**Working Capital Cycle:** Cash flows in a cycle into, around and out of a business. It is the business's life blood and every manager's primary task is to help keep it flowing and to use the cash flow to generate profits. If a business is operating profitably, then it should, in theory, generate cash surpluses. If it doesn't generate surpluses, the business will eventually run out of cash and expire.

![http://home.ubalt.edu/ntsbarsh/stat-data/CashFlow.Gif](data:image/gif;base64,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)

Each component of working capital, namely inventory, receivable and payable has two dimensions, time, and money. When it comes to managing working capital -- Time is money. If you can get money to move faster around the cycle, e.g. collect moneys due from debtors more quickly or reduce the amount of money tied up, e.g. reduce inventory levels relative to sales, the business will generate more cash or it will need to borrow less money to fund working capital. As a consequence, you could reduce the cost of interest or you will have additional money available to support additional sales growth. Similarly, if you can negotiate improved terms with suppliers e.g. get longer credit or an increased credit limit, you effectively create free finance to help fund future sales.

The following are some of the main factors in managing a “good” cash flow system:

* If you collect receivable (debtors) faster then you release cash from the cycle
* If you collect receivable slower, then your receivable soak up cash
* If you get better credit, in terms of duration or amount from suppliers then you increase your cash resources.
* If you sift inventory faster then you free up cash. If you move inventory slower then you consume more cash.

**Further Reading:**  
Schaeffer H., *Essentials of Cash Flow*, Wiley, 2002.   
Silver E., D. Pyke, and R. Peterson, *Inventory Management and Production Planning and Scheduling*, Wiley, 1998.  
Simini J., *Cash Flow Basics for Nonfinancial Managers*, Wiley, 1990.

**Marketing and Modeling Advertising Campaign**

**Introduction:** A broad classification of mathematical advertising models results in models based on concept of selling with some assumed advertising/sales response functions and those based on marketing using the theory of consumer buying behavior.

**The Evolution of Marketing**

**Production Orientation:** Utilities having a production orientation would view their only responsibility to the customer as ensuring that product (electric or gas) is available to the customer when needed. Regulators set prices after public hearings and a regulatory process established within the state systems, and bills are rendered to customers based upon consumption.

**Sales Orientation:** Utilities having excess capacity of either electric or gas would focus efforts on enticing customers to buy more of their products without specific regard for how customers may need or use the products, making sales orientation dominant.

**Marketing Orientation:** What is meant by a "marketing orientation?" essentially, it calls for every employee in a firm to focus on satisfying the wants and needs of the customer; it claims that customers do not so much buy a product or service as seek to have their wants and need satisfied and that firms exist to produce satisfied customers. Consistent with this is the construct that the customer, not the firm, determines value.

**Selling Models**

Selling focuses on the needs of seller. Selling models are concerned with the sellers need to convert the product into cash. One of the most well known selling models is the advertising/sales response model (ASR) that assumes the shape of the relationship between sales and advertising is known.

**The Vidale and Wolfe Model:** Vidale and Wolfe developed a single-equation model of sales response to advertising based on experimental studies of advertising effectiveness. This sales behavior through time relative to different levels of advertising expenditure for a firm, consistent with their empirical observation, has been developed.

The three parameters in this model are:

* The sales decay constant (): the sales decay constant is defined as the rate at which sales of the product decrease in the absence of advertising.
* The saturation level (m): the saturation level of a product is defined as the practical limit of sales that can be captured by the product.
* The sales response constant (r): the sales response constant is defined as the addition to sales per round of advertising when sales are zero.

The fundamental assumptions in this model are as follows:

1. Sales would decrease in the absence of advertising;
2. The existence of a saturation level beyond which sales would not increase;
3. The rate of response to advertising is constant per dollar spent;
4. The advertising is assumed to be operative only on those potential customers who are not customers at the present time; i.e., advertising merely obtains new customers and does not make existing customers increase their volume of purchase;
5. The effectiveness of different media is negligible over one another;
6. On the basis of empirical evidence, it is assumed that the sales phenomenon can be represented mathematically by the relation:

dS/dt = r A(t)[(m-S)/m -  S(t)

where dS/dt is the instantaneous change in the rate of sales at time t, S is the rate of sales at time t, A(t) is the rate of advertising at time t, r is the sales response constant,  is the sales decay constant and m is the saturation level of sales.

This equation suggests that the change or increase in the rate of sales will be greater the higher the sales response constant; the lower the sales decay constant , the higher the saturation level, and the higher the advertising expenditure.

The three parameters r, , and m are constant for a given product and campaign.

The sales response, r, is assessed by measuring the increase in the rate of sales resulting from a given amount of advertising in a test area with controlled conditions. The sales decay constant , is assessed by measuring the decline in sales in a test area when advertising is reduced to zero. The saturation level of sales, m, is assessed from market research information on the size of the total market. Note that the term (m-S)/S is the sales potential remaining in the market which can be captured by advertising campaigns.

The model can be rearranged and written as:

dS/dt + [r A(t)/m + )] S(t) = r A(t)

The following depict a typical sales response to an advertising campaign.
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The advertising campaign has a constant rate A(t) =A of advertising expenditure maintained for duration T, after which A is almost zero:

              A          for 0  t  T,  
A(t) =     
             0          for t T

While many marketing researchers have aligned the ASR approach as an established school in advertising modeling, nevertheless they readily admit the most aggravating problem is the assumption on the shape of the ASR function. Moreover, ASR models do not consider the need and motives leading to consumer behavior. It is well established that marketing managers are concerned about delivering product benefit, changing brand attitudes, and influencing consumer perceptions. Marketing management realizes that advertising plans must be based on the psychological and social forces that condition consumer behavior; that is, what goes on inside the consumer's head.

**Buying Models**

Modern business firms have oriented their advertising campaigns into a fully consumer buying behavior approach rather than selling. This approach is based on the marketing wisdom: in order to sell something the marketer must know what the potential buyer wants and/or wants to hear. There has been considerable discussion in marketing literature about "consumer behavior". This discussion centers around the need for marketing to be consumer-oriented, to be concerned with the idea of satisfying the needs of the consumer by means of the product and the whole cluster of factors associated with creating, delivering, and finally consuming it. This is now possible by considering the needed technological advances such as "brain-storming".

**Modeling Consumer Choice:** When the modular and the decision maker come up with a good model of customer choice among discrete options, they often implement their model of customer choice. However, one might take the advantage of using multi-method object -oriented software (e.g., AnyLogic ) that the practical problem can be modeled at multiple levels of aggregation, where, e.g., the multi-nominal logit of discrete choice methods are represented by object state-chart transitions (e.g. from "aware" state to "buy" state) -- the transition is the custom probability function estimated by the discrete choice method. Multi-level objects representing subgroups easily represent nesting. Moreover, each object can have multiple state-charts.

The consumer buying behavior approach to advertising modeling presumes that advertising influences sales by altering the taste, preference and attitude of the consumer, and the firm's effort in communication that results in a purchase.

Since there are a multitude of social-psychological factors affecting buying behavior, some of them complex and unknown to the advertiser, it is preferable to consider the probabilistic version of consumer buying behavior model. Because of the diminishing effect of advertising, often an advertising pulsing policy as opposed to the constant policy may increase the effectiveness of advertising, especially on the impact of repetition in advertising.

The operational model with additional characteristics is often derived by optimal advertising strategy over a finite advertising duration campaign. The prescribed strategies are the maximizer of a discounted profit function which includes the firm's attitude toward uncertainty in sales. The needed operational issues, such as estimation of parameters and self-validating, are also recommended.

The marketing literature provides strong evidence that consumers do substitute rules of their own for information about product quality, perceived value, and price. The lower search costs associated with the rules, for example, may more than offset the monetary or quality losses. Generally, consumers tend to perceive heavily advertised brands to be of higher quality. The psychological studies have discovered that human-being is an "attitudinal being" and evaluates just about everything they come into contact with through "revision of all values". Consider the question "How do you feel abut this particular brand?" Surely, the answer depends on the degree to which you like or dislike, value or disvalue, the brand. The crux of the consumer behavior model then is that the marketer attempt to recognize consumer as an attitudinal being who constantly revises all values, even within a given segment. Once the goal-directed behavior is manifested, the consumer experiences the consequences of his or her behavior. He or she uses this experience as a source of learning in which he or she revises his or her total attitude toward the product or service. Several researchers have expressed the fact that attitude alone determines subsequent behavior.

A summary flow chart of a simple model is shown in the following figure:
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The structure of the decision process of a typical consumer concerning a specific brand X, contains three functional values namely attitude A(t), level of buying B(t) and communication C(t).

**Nicosia's Model:** The Nicosia model's dynamic state equations are described by the following two linear algebraic/differential equations:

B(t) = dB(t)/dt = b[A(t) - B(t)]

A(t) = dA(t)/dt = a[B(t) - A(t)] + C(t)

Where:

B(t) = the Buying behavior; i.e., purchase rate at time t.

A(t) = The consumers' Attitude toward the brand which results from some variety of complex interactions of various factors, some of which are indicated in the above Figure.

C(t) = The impact of communication (advertising campaign) made by the business firm. This may be any stimuli, a new package design or in general an advertisement of a particular brand. A successful marketing strategy is to develop product and promotional stimuli that consumers will perceive as relevant to their needs. Consumer needs are also influenced by factors such as consumer past experience and social influences. Because of the diminishing effect of advertising, we may consider C(t) to be a pulse function, as opposed to the constant advertising policy.

, , a, and b are the 'personality' parameters of the equations of the model. These parameters are assumed to be constant with respect to time.

The main major drawbacks of the above descriptive models are:

1) That the advertising rate is constant over time. It is clear that the return on constant advertising is diminishing with time and hence it is not related to the volume of sales; therefore further expenditures on advertising will not bring abut any substantial increase in the sales revenues. The term "advertising modeling" has been used to describe the decision process of improving sales of a product or a service. A substantial expense in marketing is advertising expenses. The effect of repetitions of a stimulus on the consumer's ability to recall the message is a major issue in learning theory. It is well established that advertising must be continuous to stop it being forgotten.

**The Advertising Pulsing Policy**

The advertising pulsing policy (APP) is a policy with a high constant advertising intensity, alternating with periods with no advertising, as shown in the following figure:
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APP may be preferable to one of constant advertising over the campaign duration.

2) That the advertising horizon is an infinite time. This infinite horizon decreases the models' use since budget planning for advertising expenditures seldom has an infinite horizon. However, in the Nicosia's model it is not clear how to generate the sales response function when advertising is discontinued.

**Internet Advertising**

It is a fact of business that in order to make money, you have to spend it first. For most business it is the spending on advertising. And for the online business, there is no shortage of options to choose from.

Most websites offer some kind of graphic or text advertising, and there are a bewildering variety of mailing lists, newsletters, and regular mailings. However, before deciding where to advertise, one must think of why advertising?

For many companies the aim of an advert is to increase sales to make more money. For others, it might be increase in profile, increasing brand awareness, and testing new pricing strategies or new markets. Therefore, it is necessary to know exactly what it is to be achieved. This determines where to advertise.

When selecting a site to advertise, the main factor is to ask how large the targeted audience is and the price to pay for. The price could a flat fee, a cost-per-click, pay per exposure, or some other arrangement including the cost of a professional designer to create and maintain the ad, and the duration of campaign.

**Banner Advertising:** If you have spent any time surfing the Internet, you have seen more than your fair share of **banner ads**. These small rectangular advertisements appear on all sorts of Web pages and vary considerably in appearance and subject matter, but they all share a basic function: if you click on them, your Internet browser will take you to the advertiser's Web site.

Over the past few years, most of us have heard about all the money being made on the Internet. This new medium of education and entertainment has revolutionized the economy and brought many people and many companies a great deal of success. But where is all this money coming from? There are a lot of ways Web sites make money, but one of the main sources of revenue is advertising. And one of the most popular forms of Internet advertising is the banner ad.

Because of its graphic element, a banner ad is somewhat similar to a traditional ad you would see in a printed publication such as a newspaper or magazine, but it has the added ability to bring a potential customer directly to the advertiser's Web site. This is something like touching a printed ad and being immediately contacted the advertiser's store! A banner ad also differs from a print ad in its dynamic capability. It stays in one place on a page, like a magazine ad, but it can present multiple images, include animation and change appearance in a number of other ways. Different measures are more important to different advertisers, but most advertisers consider all of these elements when judging the effectiveness of a banner ad. **Cost per sale** is the measure of how much advertising money is spent on making one sale. Advertisers use different means to calculate this, depending on the ad and the product or service. Many advertisers keep track of visitor activity using **Internet cookies** . This technology allows the site to combine shopping history with information about how the visitor originally came to the site.

Top of Form

|  |  |
| --- | --- |
| Total Cost: |  |
| Cost per Thousand Impressions: |  |
| Number of Exposures: |  |
|  | |

Bottom of Form

Entering numerical values for any two input cells then click on  
Calculate to get the numerical value for the other one.

Like print ads, banner ads come in a variety of shapes and sizes with different cost and the effectiveness. The main factors are the total cost, the cost per thousand impressions (CPM), and number of ads shown, i.e., the exposures. By entering two of these factors, the above JavaScript calculates the numerical value of the other one.

**Predicting Online Purchasing Behavior**

Suppose that a consumer has decided to shop around several retail stores in an attempt to find a desired product or service. From his or her past shopping experience, the shopper may know:

* the assortment size of each store,
* the search cost per visit, and
* the price variation among the stores.

Therefore it is necessary to analyze the effects of the assortment size, the search cost, and the price variation on the market shares of existing retail stores. An element of this analysis is to consider the optimal sequence of stores and the optimal search strategy from the shopper's search in order to estimate the market share of each store in the market area. The analysis might explain:

* why shoppers visit bigger stores first,
* why they visit fewer stores if the search cost is relatively higher than the product price, and
* why they shop around more stores if the price variation among the stores is large.

There are different types of predictors to the **purchasing behavior** at an online store too. Often the Logit Modeling is used to predict whether or not a purchase is made during the next visit to the web site to find the best subset of predictors. The main four different categories in predicting online purchasing behavior include:

* general clickstream behavior at the level of the visit,
* more detailed clickstream information,
* customer demographics, and
* historical purchase behavior.

Although the model might includes predictors from all four categories indicating that clickstream behavior is important when determining the tendency to buy, however one must determine the contribution in predictive power of variables that were never used before in online purchasing studies. Detailed clickstream variables are the most important ones in classifying customers according to their online purchase behavior. Therefore, a good model enables e-commerce retailers to capture an elaborate list of customer information.

Link Exchanging: The problem with exchanging links is two-fold. The first, and more important one, is the fact that link exchanging does not have as strong an effect as it once had. The second problem with exchanging is the cosmetic effect it has on your website. Visitors that come to your website do not want to see a loosely collected arrangement of links to sites that may or may not be similar to your topic. They came to your website to see what you have to offer.

**Concluding Remarks**

More realistic models must consider the problem of designing an optimal advertising (say, pulsing policy) for a finite advertising campaign duration. Since there are multitudes of social-psychological factors affecting purchase, some of them complex and unknown to the advertiser, the model must be constructed in a probabilistic environment. Statistical procedure for the estimation of the market parameters must be also applied. The prescribed strategy could be the maximizer of a discounted profit function. Recognizing that the marketing managers are concerned with economic and risk implications of their decision alternative, the profit function should include the decision maker's attitude toward perceived risk.

Web Advertising: Investors constantly preach the benefit of diversifying a portfolio to reduce the risk of investment fluctuations. The same strategy needs to be taken with developing your website's marketing strategy. Diversify the sources of your traffic. Becoming over-reliant on any single type of traffic sets your website up for failure if that type of traffic happens to fail for some reason.
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**Markov Chains**

Several of the most powerful analytic techniques with business applications are based on the theory of Markov chains. A Markov chain is a special case of a Markov process, which itself is a special case of a random or stochastic process.

In the most general terms, a random process is a family, or ordered set of related random variables X(t) where t is an indexing parameter; usually time when we are talking about performance evaluation.

There are many kinds of random processes. Two of the most important distinguishing characteristics of a random process are: (1) its state space, or the set of values that the random variables of the process can have, and (2) the nature of the indexing parameter. We can classify random processes along each of these dimensions.

1. **State Space:** 
   * continuous-state: X(t) can take on any value over a continuous interval or set of such intervals
   * discrete-state: X(t) has only a finite or countable number of possible values {x0, x1 … ,xi,..}   
     A discrete-state random process is also often called a chain.
2. **Index Parameter (often it is time t):**
   * discrete-time: permitted times at which changes in value may occur are finite or countable X(t) may be represented as a set {X i}
   * continuous-state: changes may occur anywhere within a finite or infinite interval or set of such intervals

|  |  |  |  |
| --- | --- | --- | --- |
|  | | **Change in the States of the System** | |
|  | | **Continuous** | **Discrete** |
| **Time** | **Continuous** | Level of water behind a dam | Number of customers in a bank |
| **Discrete** | Weekdays' range of temperature | Sales at the end of the day |
| **A Classification of Stochastic Processes** | | | | |

The state of a continuous-time random process at a time t is the value of X(t); the state of a discrete-time process at time n is the value of X p. A Markov chain is a discrete-state random process in which the evolution of the state of the process beginning at a time t (continuous-time chain) or n (discrete-time chain) depends only on the current state X(t) or Xp, and not how the chain reached its current state or how long it has been in that state. We consider a discrete time finite-state Markov chain {Xt, t= 0, 1, 2, } with stationary (conditional) transition probabilities:

P [Xt+1 = j | Xt = i ]

where i, and j belong to the set S.

Let P = pij denote the matrix of transition probabilities. The transition probabilities between t and t + 1 are noted by pn ij and the transition matrix Pn = Pn
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A Typical Markov Chain with Three States and  
Their Estimated Transitional Probabilities

**Elements of a Markov Chain:** A Markov chain consists of

* A finite number of states
* A recurrent state to which the chain returns with probability
* A state which is not recurrent called a transient state.
* A possible set of closed and absorbed states
* A probabilistic transition function from state to state
* The initial state S0 with probability distribution 0.
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Diagrammatic Representation of Transient, Closed and Absorbed States

In the above Figure, state A is an absorbing state. Once the process enters this state, it does not leave it. Similarly, the states Dl, D2, and D3 represent a closed set. Having entered Dl, the process can move to D2 or D3 but cannot make a transition to any other state. In contrast, the states Bl, B2 and B3 represent a transient set, linking the absorbing state A to the closed set D.

**Two Special Markov Chains:**

* **The Gambler's Ruin Chain:** This chain is a simple random walk on S with absorbing barriers.
* **The Random Walk Chain:** This chain is a simple random walk on S with reflecting barriers.

**The Main Result:** If limit of pn ij = j exists as n approaches, then the limiting or stationary distribution of the chain  = {j can be found by solving the following linear system of equation:  P = 

**Numerical Example:** The following represents a four-state Markov chain with the transition probability matrix:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| P= | |.25 | .20 | .25 | .30| |
| |.20 | .30 | .25 | .30| |
| |.25 | .20 | .40 | .10| |
| |.30 | .30 | .10 | .30| |

Note that the sum of each column in this matrix is one. Any matrix with this property is called a matrix probability or a Markov matrix. We are interested in the following question:

What is the probability that the system is in the ith state, at the nth transitional period?

To answer this question, we first define the **state vector**. For a Markov chain, which has k states, the **state vector** for an observation period n, is a column vector defined by

|  |  |
| --- | --- |
| x(n) = | x1 |
| x2 |
| **.** |
|
| **.** |
| xk |

where xi = probability that the system is in the ith state at the time of observation. Note that the sum of the entries of the state vector has to be one. Any column vector x,

|  |  |
| --- | --- |
| x = | x1 |
| x2 |
| **.** |
|
| **.** |
| xk |

where x1+ x2+ …. +xk = 1

[x1,x2,…. ,xk] is called a **probability vector.**   
  
Consider our example -- suppose the initial state vector x0 is:

|  |  |
| --- | --- |
| x(0) = | 1 |
| 0 |
| 0 |
| 0 |

In the next observation period, say end of the first week, the state vector will be

|  |  |  |
| --- | --- | --- |
| x(1)= | Px(0) = | .25 |
| .20 |
| .25 |
| .30 |

At the end of 2nd week the state vector is Px1

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| x(2) = | Px(1) = | |.25 | .20 | .25 | .30| | |.25| | = | |.2550 | |
| |.20 | .30 | .25 | .30| | |.20| | = | |.2625 | |
| |.25 | .20 | .40 | .10| | |.25| | = | |.2325 | |
| |.30 | .30 | .10 | .30| | |.30| | = | |.2500 | |

Note that we can compute x2 directly using x0 as

x(2) = Px(1) = P(Px(0)) = P2 x(0)

Similarly, we can find the state vector for 5th, 10th, 20th, 30th, and 50th observation periods.

|  |  |  |
| --- | --- | --- |
| x(5)= | P5x(0) = | .2495 |
| .2634 |
| .2339 |
| .2532 |

|  |  |  |
| --- | --- | --- |
| x(10)= | P10x(0) = | .2495 |
| .2634 |
| .2339 |
| .2532 |

|  |  |  |
| --- | --- | --- |
| x(20)= | P20x(0) = | .2495 |
| .2634 |
| .2339 |
| .2532 |

|  |  |
| --- | --- |
| x(30) = | .2495 |
| .2634 |
| .2339 |
| .2532 |

|  |  |
| --- | --- |
| x(50) = | .2495 |
| .2634 |
| .2339 |
| .2532 |

The same limiting results can be obtained by solving the linear system of equations  P =  using [this](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SysEq.htm) JavaScript. It suggests that the state vector approached some fixed vector, as the number of observation periods increase. This is not the case for every Markov Chain. For example, if

|  |  |  |
| --- | --- | --- |
| P = | 0 | 1 |
| 1 | 0 |
|  |  |

, and

|  |  |
| --- | --- |
| x(0) = | 1 |
| 0 |

We can compute the state vectors for different observation periods:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| x(1) = | |0| | , x(2) = | |1| | , x(3) = | |0| | , x(4) = | |1| | ,......., x(2n) = | |1| | , and x(2n+1) = | |0| |
| |1| | |0| | |1| | |0| | |0| | |1| |

These computations indicate that this system oscillates and does not approach any fixed vector.

You may like using the [Matrix Multiplications and Markov Chains Calculator-I](http://home.ubalt.edu/ntsbarsh/Business-stat/matrix/mat4.htm) JavaScript to check your computations and to perform some numerical experiment for a deeper understanding of these concepts.

**Further Reading:**  
Taylor H., and S. Karlin, *An Introduction to Stochastic Modeling*, Academic Press, 1994.

**Leontief's Input-Output Model**

The Leontief Input-Output Model: This model considers an economy with a number of industries. Each of these industries uses input from itself and other industries to produce a product.

In the Leontief input-output model, the economic system is assumed to have n industries with two types of demands on each industry: external demand (from outside the system) and internal demand (demand placed on one industry by another in the same system). We assume that there is no over-production, so that the sum of the internal demands plus the external demand equals the total demand for each industry. Let xi denote the i'th industry's production, ei the external demand on the ith industry, and aij the internal demand placed on the ith industry by the jth industry. This means that the entry aij in the technology matrix A = [aij] is the number of units of the output of industry i required to produce 1 unit of industry j's output. The total amount industry j needs from industry i is aijxj. Under the condition that the total demand is equal to the output of each industry, we will have a linear system equation to solve.

**Numerical Example:** An economic system is composed of three industries A, B, and C. They are related as follows:

Industry A requires the following to produce $1 of its product:   
$0.10 of its own product;   
$0.15 of industry B's product; and  
$0.23 of industry C's product.

Industry B requires the following to produce $1 of its product:   
$0.43 of industry A's product and  
$0.03 of industry C's product.

Industry C requires the following to produce $1 of its product:   
$0.02 of its own product.   
$0.37 of industry B's product and

Sales to non-producing groups (external demands) are:   
$20 000 for industry A, $30 000 for industry B, $25 000 for industry C

What production levels for the three industries balance the economy?

Solution: Write the equations that show the balancing of the production and consumption industry by industry X = DX + E:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Production** | **Consumption** | | | | | | | |  |
| **by** |  |  | **by A** |  | **by B** |  | **by C** |  | **external** |
| Industry A: | x1 | = | .10x1 | + | .43x2 |  |  | + | 20 000 |
| Industry B: | x2 | = | .15x1 |  |  | + | .37x3 | + | 30 000 |
| Industry C: | x3 | = | .23x1 | + | .03x2 | + | .02x3 | + | 25 000 |

Now solve this resulting system of equations for the output productions Xi, i = 1, 2, 3.

You may like using the [Solving System of Equations Applied to Matrix Inversion](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SysEq.htm) JavaScript to check your computations and performing some numerical experiment for a deeper understanding of these concepts.

**Further Reading:**  
Dietzenbacher E., and M. Lahr, (Eds.), *Wassily Leontief and Input-Output Economics*, Cambridge University, 2003.

**Risk as a Measuring Tool and Decision Criterion**

One of the fundamental aspects of economic activity is a trade in which one party provides another party something, in return for which the second party provides the first something else, i.e., **the Barter Economics**.

The usage of money greatly simplifies barter system of trading, thus lowering transactions costs. If a society produces 100 different goods, there are [100(99)]/2 = 4,950 different possible, "good-for-good" trades. With money, only 100 prices are needed to establish all possible trading ratios.

Many decisions involve trading money now for money in the future. Such trades fall in the domain of financial economics. In many such cases, the amount of money to be transferred in the future is uncertain. Financial economists thus deal with both **risk** (i.e., uncertainty) and **time**, which are discussed in the following two applications, respectively.

Consider two investment alternatives, Investment I and Investment II with the characteristics outlined in the following table:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **- Two Investments -** | | | | |
| **Investment I** | |  | **Investment II** | |
| Payoff % | Prob. |  | Payoff % | Prob. |
| 1 | 0.25 |  | 3 | 0.33 |
| 7 | 0.50 |  | 5 | 0.33 |
| 12 | 0.25 |  | 8 | 0.34 |

Here we have to two multinomial probability functions. A multinomial is an extended binomial. However, the difference is that in a multinomial case, there are more than two possible outcomes. There are a fixed number of independent outcomes, with a given probability for each outcome.

The Expected Value (i.e., averages):

Expected Value =  =  (Xi  Pi),     the sum is over all i's.

Expected value is another name for the mean and (arithmetic) average.

It is an important statistic, because, your customers want to know what to “expect”, from your product/service OR as a purchaser of “raw material” for your product/service you need to know what you are buying, in other word what you expect to get:

The Variance is:

Variance = 2 =  [Xi2  Pi] - 2,     the sum is over all i's.

The variance is not expressed in the same units as the expected value. So, the variance is hard to understand and to explain as a result of the squared term in its computation. This can be alleviated by working with the square root of the variance, which is called the **Standard (i.e., having the same unit as the data have) Deviation**:

Standard Deviation =  = (Variance) ½

Both variance and standard deviation provide the same information and, therefore, one can always be obtained from the other. In other words, the process of computing standard deviation always involves computing the variance. Since standard deviation is the square root of the variance, it is always expressed in the same units as the expected value.

For the dynamic process, the Volatility as a measure for risk includes the time period over which the standard deviation is computed. The **Volatility measure** is defined as standard deviation divided by the square root of the time duration.

**Coefficient of Variation**: Coefficient of Variation (CV) is the *absolute relative deviation* with respect to size ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)provided ![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)is not zero, expressed in percentage:

CV =100 |/![http://home.ubalt.edu/ntsbarsh/stat-data/xbaru.gif](data:image/gif;base64,R0lGODlhCQALAID/AAAAAMDAwCH5BAEAAAEALAAAAAAJAAsAQAIUjI8GinueYgBwUnUthRtzlmRPExQAOwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA=)| %

Notice that the CV is independent from the expected value measurement. The coefficient of variation demonstrates the relationship between standard deviation and expected value, by expressing the risk as a percentage of the expected value.

You might like to use [Multinomial](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/multinomial.htm) for checking your computation and performing computer-assisted experimentation.

**Performance of the Above Two Investments:** To rank these two investments under the *Standard Dominance Approach in Finance*, first we must compute the mean and standard deviation and then analyze the results. Using the [Multinomial](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/multinomial.htm) for calculation, we notice that the Investment I has mean = 6.75% and standard deviation = 3.9%, while the second investment has mean = 5.36% and standard deviation = 2.06%. First observe that under the usual mean-variance analysis, these two investments cannot be ranked. This is because the first investment has the greater mean; it also has the greater standard deviation; therefore, the **Standard Dominance Approach** is not a useful tool here. We have to resort to the coefficient of variation (C.V.) as a systematic basis of comparison. The C.V. for Investment I is 57.74% and for Investment II is 38.43%. Therefore, Investment II has preference over the Investment I. Clearly, this approach can be used to rank any number of alternative investments. Notice that less variation in return on investment implies less risk.

You might like to use [Performance Measures for Portfolios](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/RiskMeasur.htm) in check your computations, and performing some numerical experimentation.

As **Another Application**, consider an investment of $10000 over a 4-year period that returns T(t) an the end of year t, with R(t) being statistically independent as follow:

|  |
| --- |
|  |
| *R(t)* | *Probability* |
|  |  |
| $2000 | 0.1 |
| $3000 | 0.2 |
| $4000 | 0.3 |
| $5000 | 0.4 |

Is it an attractive investment given the minimum attractive rate of return (MARR) is I =20%?

One may compute the expected return: E[R(t)] = 2000(0.1) +….= $4000

However the present worth, using the discount factor [(1+I)n -1]/[I(1+I)n] = 2.5887, n=4, for the investment is:  
4000(2.5887) - 10000 = $354.80.

Not bad. However, one needs to know its associated risk. The variance of R(t) is:   
Var[R(t)] = E[R(t)2] - {E[R(t)]}2 = $2106.  
Therefore, its standard deviation is $1000.

A more appropriate measure is the variance of the present value is:  
Var(PW) =  Var[R(t)]. (1+I)-2t = 106 [0.6944+. . .. + 0.2326] = 1.7442(106),  
therefore, its standard deviation is $1320.68.

Are you willing to invest?

**Diversification may reduce your risk:** Diversifying your decision may reduce the risk without reducing the benefits you gain from the activities. For example, you may choose to buy a variety of stocks rather than just one by using the coefficient of variation ranking.

**The Efficient Frontier Approach:** The efficient frontier is based on of the mean-variance portfolio selection problem. The behavior of efficient frontier and it difficulty depends on correlated risk assets. It is not an easy task to extend the efficient frontier analysis to treat the continuous-time portfolio problem in particular under transaction costs for a finite planning horizon. For more information visit [Optimal Business Decisions](http://home.ubalt.edu/ntsbarsh/Business-stat/opre/nonlinear.htm).

For some other financial economics topics visit [Maths of Money: Compound Interest Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/CompoundCal.htm).

**Further Reading:**  
Elton E., Gruber, M., Brown S., and W. Goetzman, *Modern Portfolio Theory and Investment Analysis*, John Wiley and Sons, Inc., New York, 2003.

**Break-even and Cost Analyses for  
Planning and Control of the Business Process**

**A Short Summary:** A firm's break-even point occurs when at a point where total revenue equals total costs.

Break-even analysis depends on the following variables:

1. **Selling Price per Unit:** The amount of money charged to the customer for each unit of a product or service.
2. **Total Fixed Costs:** The sum of all costs required to produce the first unit of a product. This amount does not vary as production increases or decreases, until new capital expenditures are needed.
3. **Variable Unit Cost:** Costs that vary directly with the production of one additional unit.
4. **Total Variable Cost** The product of expected unit sales and variable unit cost, i.e., expected unit sales times the variable unit cost.
5. **Forecasted Net Profit:** Total revenue minus total cost. Enter Zero (0) if you wish to find out the number of units that must be sold in order to produce a profit of zero (but will recover all associated costs)

Clearly, each time you change a parameter in Break-Even Analysis, the break-even volume changes, and so do your loss/profit profile.

**Total Cost:** The sum of the fixed cost and total variable cost for any given level of production, i.e., fixed cost plus total variable cost.

**Total Revenue:** The product of forecasted unit sales and unit price, i.e., forecasted unit sales times the unit price.

**Break-Even Point:** Number of units that must be sold in order to produce a profit of zero (but will recover all associated costs). In other words, the break-even point is the point at which your product stops costing you money to produce and sell, and starts to generate a profit for your company.

One may use break-even analysis to solve some other associated managerial decision problems, such as:

* setting price level and its sensitivity
* targeting the "best" values for the variable and fixed cost combinations
* determining the financial attractiveness of different strategic options for your company

The graphic method of analysis helps you in understanding the concept of the break-even point. However, the break-even point is found faster and more accurately with the following formula:

BE = FC / (UP - VC)

where:

BE = Break-even Point, i.e., Units of production at BE point,  
FC = Fixed Costs,  
VC = Variable Costs per Unit   
UP = Unit Price

Therefore,

Break-Even Point = Fixed Cost / (Unit Price - Variable Unit Cost)

**Introduction:** Break-even analyses are an important technique for the planning, management and control of business processes. In planning they facilitate an overview of the individual effects of alternative courses of action on a firm’s goals. In particular they provide a means of judging and comparing alternatives by reference to satisfying goals or critical goal optimal. Break-even analyses also furnish decision criteria in that they indicate the minimum output volumes below which satisfying levels cannot be attained.

The addition of a time-dimension to break-even analyses is also useful in some cases from the standpoint of managerial intervention. Milestones can then be set as a basis for measuring the profitability of previous activities. When separate break-even analyses are undertaken for each product or product group, weaknesses, and therefore the points at which managerial intervention should begin, become evident.

In the control of the business process the importance of break-even analysis lies in the fact that it uncovers the strengths and weaknesses of products, product groups or procedures, or of measures in general. Achieved profit can then be judged by reference to the extent to which actual output deviates from the projected break-even point. The consequential analyses of such a deviation provide information for planning.

Break-even points are the managerial points of the profitability evaluation of managerial action. The planning, management and control of output levels and sales volumes, and of the costs and contribution margins of output levels, constitute the best-known applications. The importance of preparation in break-even analyses is ultimately reinforced by the fact that the same data can be used for other planning, management and control purposes, for example, budgeting.

The applicability of the results of break-even analysis depends to a large extent upon the reliability and completeness of the input information. If the results of break-even analyses are to be adequately interpreted and used, the following matters in particular must be clearly understood: the implicitly assumed structure of the goods flow; the nature and features of the goals that are to be pursued; the structure of cost, outlay and sales revenue functions.

**Costing and break-even analysis:** Break-even analysis is decision-making tool. It helps managers to estimate the costs, revenues and profits associated with any level of sales. This can help to decide whether or not to go ahead with a project. Below the break-even level of output a loss will be made; above this level a profit will be made. Break-even analysis also enables managers to see the impact of changes in price, in variable and fixed costs and in sales levels on the firm’s profits.

To ascertain the level of sales required in order to break even, we need to look at how costs and revenues vary with changes in output.

Rachel Hackwood operates as a sole trader. She sells sandwiches from a small shop in the center of a busy town. The fixed costs per month, including rent of the premises and advertising total $600. The average variable cost of producing a sandwich is 50 cents and the average selling price of one sandwich is $1.50. The relationship between costs and revenues is as follows:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| MONTHLY OUTPUT (SANDWICHES) | FIXED COSTS ($) | VARIABLE COSTS ($) | **TOTAL COSTS ($ FC+VC)** | **TOTAL REVENUE  ($)** | **PROFIT/ LOSS ($)** |
| 0 | 600 | 0 | 600 | 0 | (600) |
| 200 | 600 | 100 | 700 | 300 | (400) |
| 400 | 600 | 200 | 800 | 600 | (200) |
| 600 | 600 | 300 | 900 | 900 | **0** |
| 800 | 600 | 400 | 1,000 | 1,200 | 200 |
| 1,000 | 600 | 500 | 1,100 | 1,500 | 400 |

The loss is reduced as output rises and she breaks even at 600 sandwiches per month. Any output higher than this will generate a profit for Rachel.

To show this in a graph, plot the total costs and total revenue. It is also normal to show the fixed cost. The horizontal axis measures the level of output. At a certain level of output, the total cost and total revenue curves will intersect. This highlights the break-even level of output.
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The level of break even will depend on the fixed costs, the variable cost per unit and the selling price. The higher the fixed costs, the more the units will have to be sold to break even. The higher the selling price, the fewer units need to be sold.

For some industries, such as the pharmaceutical industry, break even may be at quite high levels of output. Once the new drug has been developed the actual production costs will be low, however, high volumes are needed to cover high initial research and development costs. This is one reason why patents are needed in this industry. The airline and telecommunications industries also have high fixed costs and need high volumes of customers to begin to make profits. In industries where the fixed costs are relatively small and the contribution on each unit is quite high, break-even output will be much lower.

**Uses and limitations of break-even for decision making:** The simple break-even model helps managers analyze the effects of changes in different variables. A manager can easily identify the impact on the break even level of output and the change in profit or loss at the existing output.

However, simple break-even analysis also makes simplifying assumptions; for example, it assumes that the variable cost per unit is constant. In reality this is likely to change with changes in output. As a firm expands, for example, it may be able to buy materials in bulk and benefit from purchasing economies of scale. Conversely, as output rises a firm may have to pay higher overtime wages to persuade workers to work longer hours. In either case, the variable costs per unit are unlikely to stay constant.

Another simplifying assumption of the model is that fixed costs are assumed to remain fixed at all levels of output. In fact, once a certain level of output is reached a firm will have to spend more money on expansion. More machinery will have to be purchased and larger premises may be required, this means that the fixed costs are likely to stepped-function.

To be effective, break eve charts must e combined with the manager’s own judgment. Will a particular output really be sold at this price? How will competitors react to change in price or output levels? What is likely to happen to costs in the future? The right decision can only be made if the underlying assumptions of the model are relevant and the manager balances the numerical findings with his or her own experience.

**Can a firm reduce its break-even output?** Not surprisingly, firms will be eager to reduce their break even level of output, as this means they have to sell less to become profitable. To reduce the break even level of output a firm must do one or more of the following:

* Increase the selling price
* Reduce the level of fixed costs
* Reduce the variable unit cost

**Should a firm accept an order at below cost price?** Once a firm is producing output higher than the break even level then the firm will make a profit for that time period. Provided the output is sold at the standard selling price, and then any extra units sold will add to this profit. Each additional unit sold will increase profit by an amount equal to the contribution per unit. The firm, providing it has necessary capacity and working capital, as those factors will increase profit, might welcome any extra orders in this situation.

Consider if a customer asks to buy additional units but is only willing to pay a price below the unit cost. Intuitively we would probably reject this order on the grounds that selling output at below cost price will reduce the firm’s total profits. In fact, rejecting this deal as loss making might be a mistake, depending on the level of sales.

|  |  |  |
| --- | --- | --- |
|  | ($) | ($) |
| |  | | --- | | Sales Revenue (200 x $150) | | Materials | | Labor | | Other direct costs | | Indirect overheads | | **Profit** | | |  | | --- | |  | | 80,000 | | 80,000 | | 20,000 | | 70,000 | |  | | |  | | --- | | 300,000 | |  | |  | |  | | 250,000 | | **50,000** | |

An order is received from a new customer who wants 300 units but would only be willing to pay $100 for each unit. From the costing data in the table above, we can calculate the average cost of each unit to be $250,000/2,000 units = $125. Therefore, it would appear that accepting the order would mean selling the firm would lose $25 on each unit sold.

The order would, however, in fact add to the firm’s profits. The reason for this is that the indirect costs are fixed over the range of output 0-2500 units. The only costs that would increase would be the direct cost of production, i.e. labor, materials and other direct costs. The direct cost of each unit can be found by dividing the total for direct costs by the level of output. For example, the material cost for 2,000 units is $80,000. This means that the material cost for each unit would be $80,000/2,000 = $40. If we repeat this for labor and other direct costs then the cost of production an extra unit would be as follows:

|  |  |
| --- | --- |
|  | **DIRECT COST PER UNIT ($)** |
| Materials | 40 |
| Labour | 40 |
| Other direct costs | 10 |
| Marginal Costs | **90** |

Each extra unit sold would, therefore, generate an extra $10 contribution (selling price – direct costs). Hence, accepting the order would actually add to the overall profits for the firm by $3,000\*(300\*$10 contribution). Providing the selling price exceeds the additional cost of making the product, and then this contribution on each unit will add to profits.

**Other issues concerned with accepting the order:** It will also help the firm to utilize any spare capacity that is currently lying idle. For example, if a firm is renting a factory, then this will represent an indirect cost for the firm. It does not matter how much of the factory is used, the rent will remain the same.

By accepting this order the firm may also generate sales with new customers or, via word-of-mouth, with other customers. The firm will have to decide whether the attractions of extra orders and higher sales outweigh the fact that these sales are at a lower selling price than normal. It will want to avoid having too many of its sales at this discounted price, as this lower price may start to be seen as normal. Customers already paying the higher price may be unhappy and demand to be allowed to buy at this lower price.

Although the lower price is above the marginal cost of production, it may be that the firm does not cover its indirect and direct costs if too many are sold at the low price. Tough the contribution sold on these discounted units is positive; sales still have to be high enough to allow for enough unit contributions to cover the indirect costs.
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**Buying in products:** Increasing profit can be achieved either by increasing the selling price, which depends on the impact on sales, or reducing costs can increase profits. One possible way to reduce costs for a firm that uses manufactured goods would be if an alternative supplier could be found who can manufacture and sell products (or part of the products, such as components) for a lower price than the present costs of the firm producing these for it self. If this is the case then the firm will have a choice of whether to continue making the products or to buy them in from a supplier.

**Considerations:** When making this decision a firm would probably consider the possible impact on its workforce. If production is being reduced there is likely to be a reduction in the size of the workforce needed. Unless the firm can retrain the workers for other functions within the firm, such as sales, redundancies are likely to occur. This could lead to industrial action or reduction in productivity as seeing co-workers their jobs may demotivate employees.

The firm will also have to ensure that the supplier of the product is reliable. If they are located some distance away then the lead-time for delivery will become an important factor. Problems with delivery could lead to production bottlenecks, whereby overall production is halted or orders cannot be met due to unreliable suppliers. This is a particular problem if the firm is adopting just-in-time (JIT) production techniques.

The quality of the products will also have to be monitored closely. Depending on the size of the order, the firm may be able to demand their own specifications for the order. On the other hand, if the firm is only a small customer of the supplier, it may have to accept the supplier’s own specifications.

If the firm does decide to buy in components or products from another supplier, it may close down all or part of the production facilities, unless alternative uses can be found, such as producing goods for other firms. If closures do take place this will save the firm fixed costs in the long-term, although the firm may be committed to paying some of these for the next few months. For example, rent or insurance may be payable annually without rebate if the service is no longer required.

**Contribution and full costing:** When costing, a firm can use either contribution (marginal) costing, whereby the fixed costs are kept separate, or it can apportion overheads and use full costing. If the firm uses full costing then it has to decide how the overheads are to be apportioned or allocated to the different cost centers.

**Methods of allocating indirect costs:** One of the easiest ways to allocate indirect costs is to split the overheads equally between the different cost centers. However, although easier to decide, splitting the indirect cost equally may not be as fair as it initially appears.

**Methods of allocating indirect costs:** Chase Ltd. produces office furniture. It has decided to classify its different products as profit centers. The direct costs incurred in the production of each product are as follows:

|  |  |  |  |
| --- | --- | --- | --- |
|  | COMPUTER WORKSTATION | SWIVEL CHAIR | STANDARD DESK |
| Material costs | $20 | $15 | $10 |
| Labor Costs | $25 | $8 | $12 |
| Packaging and finishing | $5 | $7 | $3 |
| **TOTAL DIRECT COSTS** | $50 | $30 | $25 |

Along with the direct costs of production there are also indirect costs that are not specifically related to the production procedure. These total $90,000. Further data relating to Chase Ltd. is as follows:

|  |  |  |  |
| --- | --- | --- | --- |
|  | COMPUTER WORKSTATION | SWIVEL CHAIR | STANDARD DESK |
| Annual Output | 5,000 | 3,000 | 4,000 |
| Selling price | $75 | $45 | $35 |

We can produce a costing statement that highlights the costs and revenues that arise out of each profit center:

|  |  |  |  |
| --- | --- | --- | --- |
|  | COMPUTER WORKSTATION ($) | SWIVEL CHAIR ($) | STANDARD DESK ($) |
| |  | | --- | | Sales Revenue | | Materials | | Labor | | Packaging ang finishing | | **Total direct costs** | | **Contribution** | | |  | | --- | | 375,000 | | 100,000 | | 125,000 | | 25,000 | | **250,000** | | **125,000** | | |  | | --- | | 135,000 | | 45,000 | | 24,000 | | 21,000 | | **90,000** | | **45,000** | | |  | | --- | | 140,000 | | 40,000 | | 48,000 | | 12,000 | | **100,000** | | **40,000** | |

If a firm wishes to work out the profit made by each profit center then the overheads will have to be allocated to each one. In the example below, overheads are allocated equally:

|  |  |  |  |
| --- | --- | --- | --- |
|  | COMPUTER WORKSTATION ($) | SWIVEL CHAIR ($) | STANDARD DESK ($) |
| |  | | --- | | Sales Revenue | | Materials | | Labor | | Packaging and finishing | | Indirect costs | | Total costs | | Profit | | |  | | --- | | 375,000 | | 100,000 | | 125,000 | | 25,000 | | 30,000 | | **280,000** | | **95,000** | | |  | | --- | | 135,000 | | 45,000 | | 24,000 | | 21,000 | | **30,000** | | **120,000** | | **15,000** | | |  | | --- | | 140,000 | | 40,000 | | 48,000 | | 12,000 | | **30,000** | | **130,000** | | **10,000** | |

It is worth noting that the firm’s overall profit should not be any different whether it uses contribution of full costing. All that changes is how it deals with the costs-either apportioning them out to the cost or profit centers for full costing or deducting them in total from the total contribution of the centers for contribution costing. If the indirect costs are allocated, the decision about how to allocate them will affect the profit or loss of each profit center, but it will not affect the overall profit of the firm.

**Allocation rules:** Allocating overheads equally is the simplest and quicker means of apportioning indirect costs, but many managers do use other allocation rules. In some cases they also use different allocation rules for different types of indirect costs-this is known as absorption costing. Although these do not attempt to allocate the indirect costs accurately (in the sense that indirect costs cannot clearly be allocated to different cost centers), they attempt to take account of relevant factors that might affect the extent to which different cost centers incur the indirect costs. For example, overall heating costs might be allocated according to the floor space of different departments.

**Typical Allocation Rules include:**

* Typical indirect costs are connected with the staff of the firm, and then allocating overheads on the basis of labor costs may be suitable. Example of staff costs would include canteen expenses or the costs associated with running the human resources department.
* For manufacturing firms, the basis of allocating indirect costs may be related to the materials costs incurred by each cost center. This will depend on the costs centers within the organization
* If a firm is operating in an industrial sector using expensive equipment, then the overheads may be allocated on the basis of the value of machinery in each cost center. This is because maintenance, training and insurance costs may be related to the value of machinery in a loose way.

 In some ways these rules are no more or less accurate than dividing their indirect costs equally although they may appear to be intuitively appealing and in some sense feel fairer. **Consequences of unfair overhead allocation:** We can rationalize over the reason chosen for the basis of overhead allocation; however, we must realize that no method is perfect. Costs being apportioned require a method to be chosen independently, precisely because there is no direct link between the cost and the cost center. The method chosen can have unfortunate effects on the organization as a whole. If the firm uses departments as cost centers then it is possible that using absorption costing could lead to resentment by staff. This can be illustrated through the following example.

Hopkinson Ltd. has decided to allocate fixed overheads using labor costs as the basis of allocation. Fixed overheads for the organization total $360,000 and will be allocated on the basis of labor costs (i.e. in the ratio 2:3:4) between the three branches.

|  |  |  |  |
| --- | --- | --- | --- |
|  | **A ($)** | **B ($)** | **C ($)** |
| |  | | --- | | Sales Revenue | | Labor Costs | | Materials Costs | | Other Direct Costs | | |  | | --- | | 165,000 | | 40,000 | | 20,000 | | 10,000 | | |  | | --- | | 240,000 | | 60,000 | | 30,000 | | 10,000 | | |  | | --- | | 300,000 | | 80,000 | | 40,000 | | 10,000 | |
| |  | | --- | | **Fixed overheads** | | **Profit/loss** | | |  | | --- | | **80,000** | | **15,000** | | |  | | --- | | **120,000** | | **20,000** | | |  | | --- | | **160,000** | | **10,000** | |

Allocating overheads in this way gives the result that branch B generates the highest profit and branch C is the least profitable. The staff at branch C may be labeled as poor performers. This could lead to demotivation, rivalry between branches and lower productivity. Staff at branch C may also be worried that promotions or bonuses may not be available to them due to rating lowest out of three branches. However, this result is arrived at only because the high fixed overheads were allocated in these ways. If we ignored the fixed costs and considered contribution only, the following results occur:

|  |  |  |  |
| --- | --- | --- | --- |
|  | **A ($)** | **B ($)** | **C ($)** |
| |  | | --- | | Sales Revenue | | Labor Costs | | Materials Costs | | |  | | --- | | 165,000 | | 40,000 | | 20,000 | | |  | | --- | | 240,000 | | 60,000 | | 30,000 | | |  | | --- | | 300,000 | | 80,000 | | 40,000 | |
| |  | | --- | | **Other direct costs** | | **Contribution** | | |  | | --- | | **10,000** | | **95,000** | | |  | | --- | | **10,000** | | **140,000** | | |  | | --- | | **10,000** | | **170,000** | |

Based on contribution costing, branch C provides the biggest input into earning money for the firm.

The problems that can occur when allocating overheads can lead arguments between managers over how they should be divided up. To boost their particular division’s performance, managers will eager to change a method that shifts some of their indirect costs onto another division.

In some ways, however, it does not matter what rules are used to allocate indirect costs. Whichever rule is used is inaccurate (by definition indirect costs cannot be clearly be associated with a particular cost center) but the actual process of allocating overheads makes everyone aware of their importance and of the need to monitor and control them. Furthermore, provided the rules are not changed over time, managers will be able to analyze the trend profit figures for different departments, products or regions. A significant increase in indirect costs will decrease the profits of all business units to some degree, regardless of how these costs are allocated. If the indirect costs continue to rise, all the managers will be able to notice this trend in their accounts.

If we use the full costing method of allocating indirect overheads then we can illustrate how this information may be used to make a strategic decision in terms of closing down an unprofitable business.

In the following question, we will look at the costing data for Beynon’s Ltd., as small family chain of bakeries. The chain is owned and managed as a family concern, with the father, James Beynon, has been convinced of the merits of segmental reporting. He is worried because his youngest son, who he considers to be inexperienced in retail management, runs the branch. Consider the following breakdown of costs:

|  |  |  |  |
| --- | --- | --- | --- |
|  | HIGHFIELDS ($) | BRWONDALE ($) | NORTON ($) |
| |  | | --- | | Sales Revenue | | Staffing costs | | Supplies | | Branch running | | Marketing | | Central admin. | | |  | | --- | | 22,000 | | 7,000 | | 5,000 | | 1,000 | | 2,000 | | 4,000 | | |  | | --- | | 17,000 | | 8,000 | | 4,000 | | 1,000 | | 2,000 | | 4,000 | | |  | | --- | | 26,000 | | 9,000 | | 6,000 | | 1,000 | | 2,000 | | 4,000 | |
| |  | | --- | | **Other direct costs** | | **Contribution** | | |  | | --- | | **19,000** | | **3,000** | | |  | | --- | | **19,000** | | **(2,000)** | | |  | | --- | | **22,000** | | **4,000** | |

The marketing and central administration costs incorporate many of the overall costs associated with running the bakery chain. They are indirect and not related to any one branch in particular. These have been allocated equally across all three branches, as it seemed to be the fairest method of cost allocation.

The data in the above appears to confirm the father’s belief that in the long-term interest of the firm, he may have to close down the Browndale branch and concentrate his efforts on the other two branches. If we use contribution costing, however, we see a different picture:

|  |  |  |  |
| --- | --- | --- | --- |
|  | HIGHFIELDS ($) | BRWONDALE ($) | NORTON ($) |
| |  | | --- | | Sales Revenue | | Staffing costs | | Supplies | | Branch running | | |  | | --- | | 22,000 | | 7,000 | | 5,000 | | 1,000 | | |  | | --- | | 17,000 | | 8,000 | | 4,000 | | 1,000 | | |  | | --- | | 26,000 | | 9,000 | | 6,000 | | 1,000 | |
| |  | | --- | | **Total costs** | | **Profit (loss)** | | |  | | --- | | **19,000** | | **3,000** | | |  | | --- | | **19,000** | | **(2,000)** | | |  | | --- | | **22,000** | | **4,000** | |

As we can see, all three branches make a positive contribution to the overall profits. The reason why the father wished to close down the branch was that it appeared to be making a loss. However, it is quite the reverse; if the branch was closed then, the positive contribution from the branch would be lost and overall profits would fall. This is because the indirect costs of production do not vary with output and, therefore, closure of a section of the firm would not lead to immediate savings. This may mean that closing the branch would be a mistake on financial grounds.

This mistake is made due to a misunderstanding of nature of cost behavior. If the branch is closed then the only costs that would be saved are the costs directly related to the running of the branch: the staffing costs, the supplies and the branch running costs. The costs are indirect in nature, in this example the marketing and central administration costs, would still have to be paid as they are unaffected by output. For this decision to be made, we should use contribution as a guide for deciding whether or not to close a branch.

The Beynon’s Ltd. example highlighted that contribution is a guide to keeping a branch open that, if we used full costing, could make a loss. This can also be applied to the production of certain product lines, or the cost effectiveness of departments. On financial grounds, contribution is therefore, a better guide in making decisions.

|  |  |
| --- | --- |
|  | **Total ($)** |
| |  | | --- | | Overall Contribution | | Indirect Costs | | Profit | | |  | | --- | | 23,000 | | 18,000 | | 5,000 | |

**Continuing production even if the contribution is negative:** It is possible that a section of a firm, be it a product line or branch, is kept open even though on financial grounds that particular section is making a negative contribution to the overall profit levels of organization. The reason for this is that closing down a section of a business is likely to lead a firm shedding labor that becomes surplus. The workers employed in that section may no longer be required.

If alternative employment cannot be found within the firm then these workers may be redundant. This could impose redundancy costs upon the firm. It is likely that trade unions will be involved that may oppose any redundancies. This could lead to industrial action by workers in other sections of the firm. It may also lead to bad publicity in the media, which may affect the level of sales and profits. In this situation, a business may let natural wastage occur in staff involved, rather than make job cuts, or it may simply decide to keep the section going. Even if there is industrial unrest, the effect of closure on overall morale within the firm could be very important. It is likely that the remaining employees will be demotivated on seeing c0-workers being made redundant. This could lead to unrest, and declining productivity.

In the case of a loss-making product, a firm may decide to keep this in production if it has been recently launched. In the early years of product life cycle, sales are likely to be lower than they are expected to be in later years and, as a result, the contribution may be negative. Sales will hopefully eventually rise and the revenues arising from sales will eventually outweigh the costs of running this new product.

**Complementary products:** A loss-making product may also be kept in production because the firm produces complementary products. In this situation a firm may be willing to incur negative contribution in order to maintain or even boost the sales of its other products. Examples of complementary products include:

* Pottery firms – dinner plates, saucers and cups
* Textile firms – bed sheets, pillowcases and duvet covers

**An Example** A firm is producing garden furniture, selling parasols, tables and chairs. These form the basis of different cost centers for the firm as they are produced in different sections. The firm has produced the following contribution costing statement:

|  |  |  |  |
| --- | --- | --- | --- |
|  | PARASOLS | TABLES | CHAIRS |
| |  | | --- | | Sales Revenue | | Labor Costs | | Material Costs | | Other direct costs | | **Contribution** | | |  |  | | --- | --- | |  | 7,000 | | 2,000 |  | | 2,000 |  | | 1,000 | 5,000 | |  | **2,000** | | |  |  | | --- | --- | |  | 5,000 | | 1,000 |  | | 500 |  | | 2,000 | 3,500 | |  | **1,500** | | |  |  | | --- | --- | |  | 4,000 | | 1,000 |  | | 2,000 |  | | 1,500 | 4,500 | |  | **(500)** | |

As you can see from the data in table 5.13, the chairs are making a negative contribution and would appear to be lowering the overall profits for the firm. Closing down production of the chairs would appear to lead to higher profits. The profits may be boosted further if the production of the chair producing facility saved some of the indirect costs.

It is important to consider the impact on the sales of other products. With a firm selling garden equipment is likely that the three separate products will be purchased together as they form part of a matching set. If the production of one of these complementary products is halted, then it is likely to adversely affect the sales of the other products. This could mean that discontinuing the production of a product with a negative contribution leads to lower overall profits.

You may like using the [Break-Even Analysis and Costing Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/BreakEven.htm) JavaScript for performing some sensitivity analysis on the parameters for investigation of their impacts on your decision making.

**Further Reading:**  
Schweitzer M., E. Trossmann, and G. Lawson, *Break-Even Analyses: Basic Model, Variants, Extensions*, Wiley, 1991.

**Modeling the Bidding Process in Competitive Markets**

Due to deregulation in most market such as the electrical power markets, the cost minimization utilities used by electric utilities are being replaced by bidding algorithms. Every firm is trying to maximize their profit subject to the price determined by suppliers, consumers and other participants. Finding an optimized bidding policy in a competitive electricity market has become one of the main issues in electricity deregulation. There are many factors that can affect the behavior of market participants, such as the size of players, market prices, technical constraints, inter-temporal linkages, etc. Several of these factors are purely technical and the others are strictly economical. Thus there is a need to develop a methodology combining both issues in a structured way. Daily electricity markets can be classified according to the market power that one or more players can exercise: monopolistic, oligopolistic, or perfectly competitive.

The most competitive oligopolistic models can be categorized as follows: Nash-Cournot models, Bertrand models, Supply function equilibrium models, Quantity leadership models, and Price leadership models. Each one of these models uses different strategic variables, such as price and quantity, producing results that are sometimes close to a monopoly and other times close to perfect competition.

Nash-Cournot models have been widely studied to model competitive markets. However, these models are based on certain assumptions, such as fixing the quantity offered by the competitors finding the equilibrium if all players hold this assumption.

**Further Reading:**  
Varian H.R., *Microeconomics Analysis, Norton*, New York, 1992.

**Product’s Life Cycle Analysis and Forecasting**

The stage in a product's life cycle conventionally, divided into four stages as depicted in the following figure:
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**Design and Introduction:** This stage mainly concerns the development of a new product, from the time is was initially conceptualized to the point it is introduced on the market. The enterprise having first an innovative idea will often have a period of monopoly until competitors start to copy and/or improve the product (unless a patent is involved).

      Characteristics:

* cost high, very expensive
* no sales profit, all losses
* sales volume low

      Type of Decisions:

* amount of development effort
* product design
* business strategies
* optimal facility size
* marketing strategy including distribution and pricing

      Related Forecasting Techniques:

* Delphi method
* historical analysis of comparable products
* input-output analysis
* panel consensus
* consumer survey
* market tests

**Growth and Competitive Turbulence:** If the new product is successful (many are not), sales will start to grow and new competitors will enter the market, slowly eroding the market share of the innovative firm.

      Characteristics:

* costs reduced due to economies of scale
* sales volume increases significantly
* profitability

      Type of Decisions:

* facilities expansion
* marketing strategies
* production planning

      Related Forecasting Techniques:

* statistical techniques for identifying turning points
* market surveys
* intention-to-buy survey

**Maturity:** At this stage, the product has been standardized, is widely accepted on the market and its distribution is well established.

      Characteristics:

* costs are very low
* sales volume peaks
* prices tend to drop due to the proliferation of competing products
* very profitable

      Type of Decisions:

* promotions, special pricing
* production planning
* inventory control and analysis

      Related Forecasting Techniques:

* time series analysis
* causal and econometric methods
* market survey
* life cycle analysis

**Decline or Extinction:** As the product is becoming obsolete, eventually, the product will be retired, event that marks the end of its life cycle.

      Characteristics:

* sales decline
* prices drop
* profits decline

**Forecasting the Turning Points:** To be able to forecast a major change in growth that is about to occur allows managers to develop plans without the pressure of having to immediately react to unforeseen changes. For example, the turning point is when growth will go from positive to negative. It is these turning points that help managers develop plans early.

Consider the Mexican economy, since it is directly related to US economy, a dramatic changes in US economic climate can lead to a major turning point in Mexican economy, with some lagged-time (i.e., delay).

Similarly, your time series might be compared to key national economic data to identify leading indicators that can give you advance warning -- before changes occur in consumer-buying behavior. Currently, the U.S. government publishes data for over ten leading indicators that change direction before general changes in the economy.

They do not want to be taken by surprise and ruined. They are anxious to learn in time when the turning points will come because they plan to arrange their business activities early enough so as not to be hurt by, or even to profit from.

**Further Readings:**  
Ross Sh., *An Elementary Introduction to Mathematical Finance: Options and other Topics*, Cambridge University Press, 2002. It presents the Black-Scholes theory of options as well as introducing such topics in finance as the time value of money, mean variance analysis, optimal portfolio selection, and the capital assets pricing model.   
Ulrich K., and S. Eppinger, *Product Design and Development*, McGraw-Hill, 2003.   
Urban G., and J. Hauser, *Design and Marketing Of New Products*, Prentice Hall, 1993.   
Zellner A., *Statistics, Econometrics and Forecasting*, Cambridge University Press, 2004.

**Learning and The Learning Curve**

**Introduction:** The concept of the learning curve was introduced to the aircraft industry in 1936 when T. P. Wright published an article in the February 1936 Journal of the Aeronautical Science. Wright described a basic theory for obtaining cost estimates based on repetitive production of airplane assemblies. Since then, learning curves (also known as progress functions) have been applied to all types of work from simple tasks to **complex jobs** like manufacturing.

The theory of learning recognizes that repetition of the same operation results in less time or effort expended on that operation. Its underlying concept is that, for example the direct labor man-hours necessary to complete a unit of production will decrease by a constant percentage each time the production quantity is doubled. If the rate of improvement is 20% between doubled quantities, then the learning percent would be 80% (100-20=80). While the learning curve emphasizes time, it can be easily extended to cost as well.

**Psychology of Learning:** Based on the theory of learning it is easier to learn things that are related to what you already know. The likelihood that new information will be retained is related to how much previous learning there is that provides "hooks" on which to hang the new information. In other words, to provide new connectivity in the learner's **neural mental network**. For example, it is a component of my teaching style to provide a preview of the course contents and review of necessary topics form prerequisites courses (if any) during the first couple of class meeting, before teaching them to course topics in detail. Clearly, change in one's mental model happens more readily when you have a mental model similar to the one you're trying to learn; and that it will be easier to change a mental model after you become more consciously aware.

A steep learning curve is often referred to indicate that something is difficult to learn. In practice, a curve of the amount learned against the number of trials (in experiments) or over time (in reality) is just the opposite: if something is difficult, the line rises slowly or shallowly. So the steep curve refers to the demands of the task rather than a description of the process.

The following figure is of a fairly typical of a learning curve. It depicts the fact that the learning curve does not proceed smoothly: the plateaus and troughs are normal features of the process.
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The goal is to make the "valley of despair" as Shallow and as Narrow as possible.

To make it narrow, you must give plenty of training, and follow it up with continuing floor support, help desk support, and other forms of just-in-time support so that people can quickly get back to the point of competence. If they stay in the valley of despair for too long, they will lose hope and hate the new software and the people who made them switch.

**Valley of Despair Characteristics:**

* Who's dumb idea was this?
* I hate this
* I could do better the old way
* I cannot get my work done

**Success Characteristic:**

* How did I get along without this?

To make it as shallow as possible, minimize the number of things you try to teach people at once. Build gradually, and only add more to learn once people have developed a level of competence with the basic things.

In the acquisition of skills, a major issue is the reliability of the performance. Any novice can get it right occasionally, but it is consistency which counts, and the progress of learning is often assessed on this basis.

Need to train workers in new method based on the facts that the longer a person performs a task, the quicker it takes him/her:

1. Learn-on-the-job approach:
   * learn wrong method
   * bother other operators, lower production
   * anxiety
2. Simple written instructions: only good for very simple jobs
3. Pictorial instructions: "good pictures worth 1000 words"
4. Videotapes: dynamic rather than static
5. Physical training:
   * real equipment or simulators, valid
   * does not interrupt production
   * monitor performance
   * simulate emergencies

Factors that affect human learning:

1. Job complexity - long cycle length, more training, amount of uncertainty in movements, more C-type motions, simultaneous motions
2. Individual capabilities- age, rate of learning declines in older age, amount of prior training, physical capabilities, active, good circulation of oxygen to brain

Because of the differences between individuals, their innate ability, their age, or their previous useful experience then each turner will have his/her own distinctive learning curve. Some possible, contrasting, curves are shown in the following figure:
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An Individuals Differences Classification   
**Click on the image to enlarge it and THEN print it**

Individual C is a very slow learner but he improves little by little. Individual B is a quick learner and reaches his full capacity earlier than individuals A or C. But, although A is a slow learner, he eventually becomes more skilled than B.

**Measuring and Explaining Learning Effects of Modeling:** It is already accepted that modeling triggers learning, this is to say the modeler's mental model changes as effect of the activity "modeling". In "systems thinking" it also includes the way people approach decision situations by studying attitude changes model building.

**Modeling the Learning Curve:** Learning curves are all about ongoing improvement. Managers and researchers noticed, in field after field, from aerospace to mining to manufacturing to writing, that stable processes improve year after year rather than remain the same. Learning curves describe these patterns of long-term improvement. Learning curves help answer the following questions.

* How fast can you improve to a specific productivity level?
* What are the limitations to improvement?
* Are aggressive goals achievable?

The learning curve was adapted from the historical observation that individuals who perform repetitive tasks exhibit an improvement in performance as the task is repeated a number of times.

With proper instruction and repetition, workers learn to perform their jobs more efficiently and effectively and consequently, e.g., the direct labor hours per unit of a product are reduced. This learning effect could have resulted from better work methods, tools, product design, or supervision, as well as from an individual’s learning the task.

**A Family of Learning Curves Funtions:** Of the dozens of mathematic concepts of learning curves, the four most important equations are:

* Log-Linear: y(t) = k tb
* Stanford-B: y(t) = k (t + c)b
* DeJong: y(t) = a + k tb
* S-Curve: y(t) = a + k (t + c)b

The Log-Linear equation is the simplest and most common equation and it applies to a wide variety of processes. The Stanford-B equation is used to model processes where experience carries over from one production run to another, so workers start out more productively than the asymtote predicts. The Stanford-B equation has been used to model airframe production and mining. The DeJong equation is used to model processes where a portion of the process cannot improve. The DeJong equation is often used in factories where the assembly line ultimately limits improvement. The S-Curve equation combines the Stanford-B and DeJong equations to model processes where both experience carries over from one production run to the next and a portion of the process cannot improve.

**An Application:** Because of the learning effect, the time required to perform a task is reduced when the task is repeated. Applying this principle, the time required to perform a task will decrease at a declining rate as cumulative number of repetitions increase. This reduction in time follows the function: y(t) = k t b, where b = log(r)/log (2), i.e., 2b = r, and r is the learning rate, a lower rate implies faster learning, a positive number less than 1, and k is a constant.

For example, industrial engineers have observed that the learning rate ranges from 70% to 95% in the manufacturing industry. An r = 80% learning curve denotes a 20% reduction in the time with each doubling of repetitions. An r = 100% curve would imply no improvement at all. For an r = 80% learning curve, b = log(0.8)/log(2) = -0.3219.

**Numerical Example:** Consider the first (number if cycles) and the third (their cycle times) columns for the following data set:

|  |  |  |  |
| --- | --- | --- | --- |
| # Cycles | Log # Cycles | Cycle Time | Log Cycle Time |
| 1 | 0 | 12.00 | 1.08 |
| 2 | 0.301 | 9.60 | 0.982 |
| 4 | 0.602 | 7.68 | 0.885 |
| 8 | 0.903 | 6.14 | 0.788 |
| 16 | 1.204 | 4.92 | 0.692 |
| 32 | 1.505 | 3.93 | 0.594 |

To estimate y = k tb one must use linear regression on the logarithmic scales, i.e., log y = log(k) + b log(t) using a data set, and then computing r = 2b. Using the [**Regression Analysis**](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Regression.htm) JavaScript, for the above data, we obtain:

b = Slope = -0.32, y-Intercept = log(k) = 1.08

log y = log(k) + b log(t)

b = -0.32

k = 101.08 = 12

y(t) = 12 t -0.32

r = 2b = 2-0.32 = 80%

**Conclusions:** As expected while number of cycles doubles, cycle time decreases by a constant %, that is, the result is a 20% decrease or 80% learning ratio or 80% learning curve with a mathematical model y(t) = 12 t -0.32

**Further Readings:**  
Dilworth J., *Production and Operations Management: Manufacturing and Non-manufacturing*, Random House Business Division, 2003.  
Krajewski L., and L. Ritzman, *Operations Management: Strategy and Analysis*, Addison-Wesley Publishing Company, 2004.

**Economics and Financial Ratios and Price Indices**

Economics and finance use and analysis ratios for comparison and as a measuring tool and decision process for the purpose of evaluating certain aspects of company's operations. The following are among the widely used ratios:

**Liquidity Ratios:** Liquidity ratios measure a firm's ability to meet its current obligations, for example:

* Acid Test or Quick Ratio = (Cash + Marketable Securities + Accounts Receivable) / Current Liabilities
* Cash Ratio = (Cash Equivalents + Marketable Securities) / Current Liabilities

**Profitability Ratios:** Profitability ratios profitability ratios measure management's ability to control expenses and to earn a return on the resources committed to the business, for example:

* Operating Income Margin = Operating Income / Net Sales
* Gross Profit Margin = Gross Profit / Net Sales

**Leverage Ratios:** Leverage ratios measure the degree of protection of suppliers of long-term funds and can also aid in judging a firm's ability to raise additional debt and its capacity to pay its liabilities on time, for example:

* Total Debts to Assets = Total Liabilities / Total Assets
* Capitalization Ratio= Long-Term Debt /(Long-Term Debt + Owners' Equity)

**Efficiency:** Efficiency activity or turnover ratios provide information about management's ability to control expenses and to earn a return on the resources committed to the business, for example:

* Cash Turnover = Net Sales / Cash
* Inventory Turnover = Cost of Goods Sold / Average Inventory

**Price Indices**

Index numbers are used when one is trying to compare series of numbers of vastly different size. It is a way to standardize the measurement of numbers so that they are directly comparable.

The simplest and widely used measure of inflation is the Consumer Price Index (CPI). To compute the price index, the cost of the market basket in any period is divided by the cost of the market basket in the base period, and the result is multiplied by 100.

If you want to forecast the economic future, you can do so without knowing anything about how the economy works. Further, your forecasts may turn out to be as good as those of professional economists. The key to your success will be the Leading Indicators, an index of items that generally swing up or down before the economy as a whole does.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Period 1 | | Period 2 | |
| Items | q1 = Quantity | p1 = Price | q1 = Quantity | p1 = Price |
| Apples | 10 | $.20 | 8 | $.25 |
| Oranges | 9 | $.25 | 11 | $.21 |

we found that using period 1 quantity, the price index in period 2 is

($4.39/$4.25) x 100 = 103.29

Using period 2 quantities, the price index in period 2 is

($4.31/$4.35) x 100 = 99.08

A better price index could be found by taking the geometric mean of the two. To find the geometric mean, multiply the two together and then take the square root. The result is called a Fisher Index.

In USA, since January 1999, the geometric mean formula has been used to calculate most basic indexes within the Comsumer Price Indeces (CPI); in other words, the prices within most item categories (e.g., apples) are averaged using a geometric mean formula. This improvement moves the CPI somewhat closer to a cost-of-living measure, as the geometric mean formula allows for a modest amount of consumer substitution as relative prices within item categories change.

Notice that, since the geometric mean formula is used only to average prices within item categories, it does not account for consumer substitution taking place between item categories. For example, if the price of pork increases compared to those of other meats, shoppers might shift their purchases away from pork to beef, poultry, or fish. The CPI formula does not reflect this type of consumer response to changing relative prices.

The following are some of useful and widely used price indices:

**Geometric Mean Index:**

Gj = [ (pi/p1) ] (V1 / Vi),     i = 1, 2,..., j,

where pi is the price per unit in period i and qi is the quantity produced in period n, and V i = pi qi the value of the i units, and subscripts 1 indicate the reference period of n periods.

Top of Form

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **pi** |  |  |  |  |  |  |  |  |  |
| **qi** |  |  |  |  |  |  |  |  |  |
|  | | | | |  | | | | |
| **The Geometric Mean Index =** | | | | |  | | | | |

Bottom of Form

Replace the numerical example values with your own pairs  
of data, and then click on the Calculate button.

**Harmonic Mean Index:**

Hj = (Vi) / [(Vi . pj )/ pi ],     i = 1, 2,..., j,

where pi is the price per unit in period i, qn is the quantity produced in period i, and V i = pi qi the value of the i units, and subscripts 1 indicate the reference period of n periods.

**Laspeyres' Index:**

Lj =  (piq1)  (p1q1),      the first sum is over     i = 1, 2,..., j while the second one is over all     i = 1, 2,..., n,

where pi is the price per unit in period i and qi is the quantity produced in period I, and subscripts 1 indicate the reference period of n periods.

**Paasche's Index:**

Pj =  (piqi)  (p1qi),     the first sum is over     i = 1, 2,..., j while the second one is over all     i = 1, 2,...., n,

where pi is the price per unit in period i and qi is the quantity produced in period I, and subscripts 1 indicate the reference period of n periods.

**Fisher Index:**

Fj = [Laspeyres' indexj . Paasche's indexj]1/2

For more economics and financial ratios and indices, visit the [Index Numbers and Ratios with Applications](http://home.ubalt.edu/ntsbarsh/Business-stat/opre504.htm#rapplIndexnu) site

**JavaScript E-labs Learning Objects**

This section is a part of the JavaScript [E-labs](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/scientificCal.htm) learning technologies for decision making.

Each JavaScript in this collection is deigned to assisting you in **performing numerical experimentation**, for at least a couple of hours as students do in, e.g. Physics labs. These leaning objects are your statistics e-labs. These serve as **learning tools for a deeper understanding** of the fundamental statistical concepts and techniques, by asking "what-if" questions.

Decision Making in Economics and Finance:

* [ABC Inventory Classification](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ABClass.htm) -- an analysis of a range of items, such as finished products or customers into three "importance" categories: A, B, and C as a basis for a control scheme. This pageconstructs an empirical cumulative distribution function (ECDF) as a measuring tool and decision procedure for the ABC inventory classification.
* [Inventory Control Models](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Inventory.htm) -- Given the costs of holding stock, placing an order, and running short of stock, this page optimizes decision parameters (order point, order quantity, etc.) using four models: Classical, Shortages Permitted , Production & Consumption, Production & Consumption with Shortages.
* [Optimal Age for Replacement](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Replacement.htm) -- Given yearly figures for resale value and running costs, this page calculates the replacement optimal age and average cost.
* [Single-period Inventory Analysis](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Newsboy.htm) -- computes the optimal inventory level over a single cycle, from up-to-28 pairs of (number of possible item to sell, and their associated non-zero probabilities), together with the "not sold unit batch cost", and the "net profit of a batch sold".

Probabilistic Modeling:

* [Bayes' Revised Probability](http://home.ubalt.edu/ntsbarsh/Business-stat/matrix/matrix.htm) -- computes the posterior probabilities to "sharpen" your uncertainties by incorporating an expert judgement's reliability matrix with your prior probability vector. Can accommodate up to nine states of nature.
* [Decision Making Under Uncertainty](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ADuncertain.htm) -- Enter up-to-6x6 payoff matrix of decision alternatives (choices) by states of nature, along with a coefficient of optimism; the page will calculate Action & Payoff for Pessimism, Optimism, Middle-of-the-Road, Minimize Regret, and Insufficient Reason.
* [Determination of Utility Function](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Utility.htm) -- Takes two monetary values and their known utility, and calculates the utility of another amount, under two different strategies: certain & uncertain.
* [Making Risky Decisions](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/DaRisky.htm) -- Enter up-to-6x6 payoff matrix of decision alternatives (choices) by states of nature, along with subjective estimates of occurrence probability for each states of nature; the page will calculate action & payoff (expected, and for most likely event), min expected regret , return of perfect information, value of perfect information, and efficiency.
* [Multinomial Distributions](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/multinomial.htm) -- for up to 36 probabilities and associated outcomes, calculates expected value, variance, SD, and CV.
* [Revising the Mean and the Variance](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/RevisMean.htm) -- to combine subjectivity and evidence-based estimates. Takes up to 14 pairs of means and variances; calculates combined estimates of mean, variance, and CV.
* [Subjective Assessment of Estimates](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/InaccracyAssessmet.htm) -- (relative precision as a measuring tool for inaccuracy assessment among estimates), tests the claim that at least one estimate is away from the parameter by more than r times (i.e., a relative precision), where r is a subjective positive number less than one. Takes up-to-10 sample estimates, and a subjective relative precision (r<1); the page indicates whether at least one measurement is unacceptable.
* [Subjectivity in Hypothesis Testing](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SubjTest.htm) -- Takes the profit/loss measure of various correct or incorrect conclusions regarding the hypothesis, along with probabilities of Type I and II errors (alpha & beta), total sampling cost, and subjective estimate of probability that null hypothesis is true; returns the expected net profit.

Time Series Analysis and Forecasting

* [Autoregressive Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Autoreg.htm) -- tools for the identification, estimation, and forecasting based on autoregressive order obtained from a time series.
* [Detecting Trend & Autocrrelation in Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Trend.htm) -- Given a set of numbers, this page tests for trend by Sign Test, and for autocorrelation by Durbin-Watson test.
* [Plot of a Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/graph/TimeSeriesPlot.htm) -- generates a graph of a time series with up to 144 points.
* [Seasonal Index](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/SeasonalTools.htm) -- Calculates a set of seasonal index values from a set of values forming a time series. A related page performs a [Test for Seasonality](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TestSeason.htm) on the index values.
* [Forecasting by Smoothing](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/ForecaSmo.htm) -- Given a set of numbers forming a time series, this page estimates the next number, using Moving Avg & Exponential Smoothing, Weighted Moving Avg, and Double & Triple Exponential Smoothing, &and Holt's method
* [Runs Test for Random Fluctuations](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Fluctuation.htm) -- in a time series.
* [Test for Stationary Time Series](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/Stationary.htm) -- Given a set of numbers forming a time series, this page calculates the mean & variance of the first & second half, and calculates one-lag-apart & two-lag-apart autocorrelations. A related page: [Time Series' Statistics](http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/TimeSeriesStat.htm) calculates these statistics, and also the overall mean & variance, and the first & second partial autocorrelations.

***A selection of:***

|[American Statistical Association](http://www.amstat.org)| [BUBL Catalogue](http://bubl.ac.uk)| [Connected University](http://cu.classroom.com/logon.asp)| [Education World](http://www.educationworld.com)| [Economics LTSN](http://econltsn.ilrt.bris.ac.uk/welcome.htm)| [Free Software](http://www.fortranlib.com/freesoft.htm)|

[Marketing Decision Support Systems](http://www.scanmar.nl)| |[Math Forum](http://mathforum.org) [Phone-soft Cyber-world](http://www.phone-soft.com)|

***Search Engines Directory***  
| [AltaVista](http://www.altavista.com/sites/dir/search?pg=dir&tp=Library/Sciences)| [AOL](http://search.aol.com/cat.adp?id=293&layer=&from=subcats)| [Excite](http://www.excite.com)| [HotBot](http://dir.hotbot.lycos.com/Science/Math)| [Lycos](http://dir.lycos.com/Science/Math)| [Netscape](http://home.netscape.com)| [NetFirst](http://firstsearch.oclc.org/FSIP)| [Yahoo](http://www.yahoo.com.au)|

|[Second Moment](http://www.secondmoment.org)| [Suite101](http://www.suite101.com)|
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